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Abstract

We establish learning rates to the Bayes risk for support vector machines with hinge loss
(L1-SVM’s). Since a theorem of Devroye states that no learning algorithm can learn with a
uniform rate to the Bayes risk for all probability distributions we have to restrict the class
of considered distributions: in order to obtain fast rates we assume a noise condition recently
proposed by Tsybakov and an approximation condition in terms of the distribution and the
reproducing kernel Hilbert space used by the L1-SVM. For Gaussian RBF kernels with varying
widths we propose a geometric noise assumption on the distribution which ensures the approx-
imation condition. This geometric assumption is not in terms of smoothness but describes the
concentration of the marginal distribution near the decision boundary. In particular we are able
to describe nontrivial classes of distributions for which L1-SVM’s using a Gaussian kernel can
learn with almost linear rate.

We use various new and recently introduced techniques for establishing our results: the analy-
sis of the estimation error is based on Talagrand’s concentration inequality and local Rademacher
averages. We furthermore develope a shrinking technique which allows us to control the typical
size of the norm of the L1-SVM solution. It turns out that the above mentioned approxima-
tion assumption has a crucial impact on both the application of Talagrand’s inequality and the
shrinking technique. Moreover, for Gaussian kernels we develope a smoothing technique which
allows us to treat the approximation error in a way directly linked to the classification problem.
Finally, we prove some new bounds on covering numbers related to Gaussian RBF kernels.

1 Introduction

In recent years support vector machines (SVM’s) have been the subject of many theoretical con-
siderations. However, their learning performance on restricted classes of distributions is widely
unknown. In particular, it is unknown under which circumstances SVM’s can guarantee fast rates
with respect to the sample size n for their learning performance. In recent years two concepts have
revolutionized the learning theory community: Tsybakov’s noise exponent for distributions whiclh
gives a sufficient condition for certain theoretical classifiers to learn with a rate faster than n™2,
and local Rademacher averages as a powerful new tool for bounding the estimation error of empir-
ical risk minimization (ERM)-like algorithms. The aim of this paper is to apply these concepts to
SVM’s in order to obtain fast rates on their learning performance. Unlike many other works we
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also address the approximation error by introducing a geometric noise condition for distributions.
In particular we are able to describe distributions such that SVM’s with Gaussian kernel learn
almost linearly, i.e. with rate n=!7¢ for all ¢ > 0, even though the Bayes classifier is not in the
corresponding reproducing kernel Hilbert space (RKHS).

Let us formally introduce the statistical classification problem. To this end assume for technical
reasons that X is a compact metric space. We write Y := {—1,1}. Given a finite training set
T = ((x1,91), -, (@n,yn)) € (X X Y)" the classification task is to predict the label y of a new
sample (z,y). In the standard batch model it is assumed that 7" is i.i.d. according to an unknown
(Borel) probability measure P on X x Y. Furthermore, the new sample (z,y) is drawn from P
independently of T'. Given a classifier C that assigns to every training set T' a measurable function
fr + X — R the prediction of C for y is fr(x). In order to “learn” from the samples of T the
decision function fr : X — R should guarantee a small probability for the misclassification of the
example (z,y). Here, misclassification means sign fr(z) # y where we choose a fixed definition of
sign(0) € {—1,1}. To make this precise the risk of a measurable function f : X — R is defined by

Rp(f) = P({(z,y) :sign f(z) #y}) .

The smallest achievable risk Rp := inf{Rp(f) | f:X — R measurable} is called the Bayes risk of
P. A function attaining this risk is called a Bayes decision function. Obviously, a good classifier
should produce decision functions whose risks are close to the Bayes risk with high probability.
This leads to the definition: a classifier is called universally consistent if

Rp(fr) — Rp (1)

in probability for all Borel probability measures P on X x Y. Since R(fr) is bounded between R p
and 1 the convergence in (1) holds if and only if

ETNPnRP(fT)—RP — 0. (2)

The next naturally arising question is whether there are classifiers which guarantee a specific rate
of convergence in (1) or (2) for all distributions. Unfortunately, this is impossible by a result of
Devroye (see [13, Thm. 7.2]). However, if one restricts considerations to certain smaller classes of
distributions such rates exist for various classifiers, e.g.:

e Assuming that the conditional probability n(x) := P(1]z) satisfies certain smoothness as-
sumptions Yang showed in [35] that some plug-in rules achieve rates for (2) which are of the
form n™® for some 0 < a < 1/2 depending on the assumed smoothness. He also showed
that these rates are optimal in the sense that no classifier can obtain faster rates under the
proposed smoothness assumptions.

e Recently, for SVM’s with hinge loss (L1-SVM’s) Wu and Zhou [34] established rates for (1)
under the assumption that 7 is contained in a Sobolev space. In particular, he proved rates
of the form (logn)™? for some p > 0 if the L1-SVM uses a Gaussian kernel.

e It is well know (see [13, Thm. 18.3]) that using structural risk minimization over a sequence
of hypothesis classes with finite VC-dimension every distribution which has a Bayes decision

function in one of the hypothesis classes can be learned with rate 4/ 10%.

e Let P be a noisefree distribution, i.e. Rp = 0 and F be a class with finite VC-dimension. If
F contains a Bayes decision function then the rate of convergence of the ERM classifier over
Fisn L.



Restricting the class of distributions always raises up the question whether it is likely that these
restrictions are met in real world problems. Of course, the assumption of a noisefree distribution
is almost never satisfied in practice. Furthermore, assuming that the conditional probability is
smooth, say k-times continuously differentiable, seems to be very unlikely in real world classification
problems. Therefore, the above listed rates are established for situations which are rarely met in
practice.

Considering the ERM classifier and hypothesis classes F containing a Bayes decision function
there is a large gap in the rates for noise-free and noisy distributions. In [32] Tsybakov closed
this gap: he showed that certain ERM-type classifiers can obtain rates in (2) which are of the

form n_%, where 0 < ¢ < oo is a parameter describing how well the noise is distributed (see
Definition 2.1 in the following section) and 0 < p < 1 measures the complexity of the hypothesis
class. Unlike the above mentioned restrictions on the class of distributions Tsybakov’s condition on
the noise seems to be reasonable for many real world situations since it does not impose any kind of
smoothness. Furthermore, Tsybakov showed that for specific types of distributions having classes
with “smooth” boundaries the above rates are optimal in the sense that there is no classifier that has
uniformly faster rates for these types of probability measures. Unfortunately, the ERM-classifier
he considered is usually hard to implement and in general there exists no efficient algorithm.
Furthermore, his classifier requires substantial knowledge on how to approximate the Bayes decision
rules of the considered distributions. Of course, such knowledge is rarely present in practice.

In this work we will establish rates in (1) for SVM’s and distributions satisfying Tsybakov’s
noise condition for some 0 < ¢ < co. Furthermore, these rates also incorporate the approximation
properties of the used RKHS. Namely, we will show in Theorem 2.4 that the L1-SVM can learn
with rate

_ 48(g+1) +e
n_ Qatpat) (115 (3)
for all € > 0 provided that the regularization sequence (), ) is suitably chosen. Here 0 < p < 2 is the
complexity exponent of the RKHS H (see Definition 2.3) which differs from Tsybakov’s complexity
measure. Furthermore, 0 < § < 1 is the approzimation exponent of H and P (see Definition 2.2)
which describes how well H can approximate P with respect to the hinge loss. In the best case

B = 1 which describes RKHS’s containing a Bayes classifier the rate (3) is essentially equal to
_ _2(g+1)
n 2¢+pe+d, Furthermore, if the RKHS consists of C'° functions we may choose p arbitrarily close

to 0. In this case our rate is essentially of the form n_g%. In particular, these considerations hold
for the Gaussian RBF kernels. However, in this case the assumption 8 = 1 can essentially only
hold for distributions which satisfy n(x) € {0,1/2,1} Px-a.s. and have non-touching classes. Of
course, these assumptions are rarely met in practice.

To overcome this problem for Gaussian kernels we treat the width o > 0 of the kernel as a
second regularization parameter which changes with the sample size. We then introduce a geo-
metric noise condition which allows us to describe nontrivial classes of distributions which can be
well-approximated by Gaussian kernels with changing widths. One amazing aspect of these ap-
proximation rates is the fact that Gaussian kernels poorly approximate smooth functions (cf. [27])
and hence plug-in rules based on Gaussian kernels may have a bad performance under smoothness
assumptions on 7. In particular, many types of SVM’s including L2-SVM’s and LS-SVM’s are plug-
in rules and therefore, their approximation properties under smoothness assumptions on 1 may be
poor if a Gaussian kernel is used. However, L1-SVM’s are not plug-in rules since their decision
functions approximate the Bayes decision function (see [29]). Intuitively, we therefore only need a
condition that measures the cost of approximating the “bump” of the Bayes decision function at the
“decision boundary”. We propose such a (geometric noise) condition parameterized by 0 < a < oo
which does not measure any smoothness but describes how the noise and the marginal distribution



is distributed near the “boundary”. Every probability measure satisfies this assumption for a = 0,
and for @ = oo the condition describes distributions which have classes that are extremely con-
centrated on sets with strictly positive distance. For other a the condition describes intermediate
assumptions.

Assuming such a geometric noise condition with parameter 0 < o < oo and using a covering
number bound established in Theorem 2.15 we establish rates for the L1-SVM in Theorem 10.2
which are of the form

_ 4a(g+1) +e
n~ @a+1)(2a+ra+d)+2(2—p)(a+1) (4)

for all € > 0 if both (\,) and (o,,) are suitably chosen. In these rates 0 < p < 2 is a free parameter.
In particular, for a@ < % we should choose p close to 2 in order to optimize this rate. This yields

rates of the form n~ %11 for all € > 0. In the other case a > % the parameter p should be close

__ 2a(g+1) te
to 0. Then our rate becomes n  2a(a+2)+3¢+4 7~

In order to prove our rates we need various techniques: we use Zhang’s [36] inequality (see
equation 15) to bound excess classification risk in terms of excess hinge loss risk. The approximation
rates are obtained by smoothing the Bayes decision function with the integral operator of the
Gaussian RBF kernel—the Gauss-Weierstrass heat operator. This approximation result is unlike
any we have found in the approximation theory literature. Indeed, much is known about the
approximation properties of the Gauss-Weierstrass operator but these results are with respect to
the continuous function norm or L, spaces with Lebesgue measure (see e.g. [9]). In our situation
we do not need to approximate whole classes of functions; we only need to approximate the Bayes
decision function with respect to the X-marginal measure for which we assume a geometric noise
condition. Although the results in Hush et al. [15] can be used to bound the estimation error, these
rates would be at best n~3. Consequently, as mentioned at the beginning, the estimation error is
instead treated with concentration inequalities involving local Rademacher averages. This technique
requires a certain “variance bound” which in the case of the L1-SVM depends on Tsybakov’s noise
exponent g. However, unlike for standard ERM-algorithms our variance bound also depends on
the above mentioned approximation exponent. As a result, estimation and approximation error are
intimately interwoven in our bounds and thus no classical decomposition of the learning rate into an
estimation and an approximation part is possible. The situation becomes even more complicated
by another observation: Usually, we can only assume that the objective function of the SVM

optimization problem is minimized over the closed ball \%B g of the RKHS. However, it turns out

that assuming a nontrivial approximation exponent « the radius % can be essentially replaced

by A™¢ for some a < % Since this radius has a crucial impact on the estimation error the latter
depends on the approximation exponent because of two independent reasons. Finally, since we
use the Gaussian kernel width o as a regularization parameter we require bounds on the covering
numbers of the RKHS in terms of 0. As a consequence, the proofs of our results are rather technical.

The rest of this work is organized as follows: In Section 2 we define the approximation exponent
for RKHS’s, and introduce the noise concepts for distributions. We then present some examples of
classes of distributions which are met by these concepts, and state our main results. Furthermore,
here we establish notation. In Section 3 we consider some structural properties of the introduced
approximation exponent. General bounds for ERM-type classifiers involving local Rademacher
averages are established in Section 4. In the following section we prove “variance bounds” for L1-
SVM’s which depend on both Tsybakov’s noise exponent and the approximation exponent. Local
Rademacher averages for RKHS’s are bounded in Section 5 using certain covering number bounds.
These are used to reformulate our ERM-type classifier result of Section 4. In the following section
we prove the rate (3) for general L1-SVM’s using an iterative shrinking technique for the typical



size of the norm of the L1-SVM decision function. The remaining parts of the work are devoted to
L1-SVM’s with Gaussian kernels. In Section 8 we prove approximation rates for Gaussian RKHS’s
and distributions that satisfy our geometric noise condition. Lorentz norms of covering numbers of
Gaussian RKHS in terms of the Gaussian width ¢ are shown in Section 9. In the following section
we prove the rates (4) by the above mentioned shrinking technique.

2 Definitions and Results

For two functions a and b we use the notation a(A) < b(\) to mean that there exists a constant
C > 0 such that a(\) < Cb(\) over some specified range of values of A\. We also use the notation >
with similar meaning and the notation ~ when both < and > hold. In addition we use the same
notation for sequences.

Given a probability measure P on X x Y with conditional probability n(z) := P(1|z), v € X
we define the classes of P by X_; := {z € X : n(z) < i}, X1 := {z € X : n(z) > 3}, and
Xo :={z € X :n(z) = 3}. It is easy to see that the behaviour of a function f : X — R on X has
no influence on its risk Rp(f). Therefore, it is sometimes convenient to consider the restriction Py
of Px onto X _1UX;. We sometimes use the notation Pr* for outer measures to avoid measurability
considerations.

As already mentioned in the introduction Tsybakov’s noise exponent enables us to obtain fast
classification rates. Let us recall its definition, which can be expressed in terms of Lorentz spaces
Ly o (see e.g. [5] for these spaces):

Definition 2.1 Let 0 < ¢ < oo and P be a probability measure on X x Y. We say that P has
Tsybakov noise exponent q if (2n —1)~! € Ly 00(Px), i.e. there exists a constant C' > 0 such that

Px(0<|2n—1]<t) < C-¢1 (5)
for all t > 0.

All distributions have at least noise exponent 0. In the other extreme case ¢ = co the conditional
probability n is bounded away from % on X_1UXj. Note that Tsybakov’s noise condition does not
require Px(Xp) = 0.

The second important concept describes how well a given RKHS H can approximate a dis-
tribution P. Since this quantity is closely related to the definition of L1-SVM’s we first recall
the latter. To this end let [(y,?) := max{0,1 — yt}, y € Y, t € R be the hinge loss function.
For a given distribution P on X x Y and a function f : X — R the [-risk of f is defined by
Ri,p(f) = Egy)~pl(y, f(x)). For A > 0 we denote a minimizer

- | )
(Frabpa) arg min  (NIfI+Ruip(f +5)) (6)

If P is an empirical distribution with respect to a training set 7" we write R 7 (f) and ( ny A l;T7 A)-
In order to be able to control the size of the offset we always assume that we choose bp ) := y* if
Px(z € X : P(y*|z) = 1) =1 for some y* € Y. Note that for empirical distributions based on T
the latter condition means that all labels of T" are equal to y*. An algorithm that solves (6) with
an empirical distribution is called L1-SVM with offset. Analogously, without the offset we denote
a minimizer

T € axgmin (MIfI + Rup(f) (7)



For empirical distributions we again write fr y. An algorithm that solves (7) with an empirical
distribution is called L1-SVM without offset. We emphasize that in many theoretical papers only
L1-SVM’s without offset are considered. The reason for this is that the offset often causes serious
technical problems and in some cases such as stability analysis the results are even false for L1-
SVM’s with offset (for an analysis on partially stable learning algorithms including L1-SVM’s with
offset which resolves many of these problems we refer to [15]). However, in practice usually L1-
SVM’s with offset are used and therefore we feel that these algorithms should be considered in
theory, too. As we will see, our techniques can be applied for both variants. The resulting rates
coincide.

Let us return to the approximation properties of H. Let Ry p := inf{R; p(f) | f : X — R}
denote the smallest possible [-risk. Since functions achieving the minimal [-risk occur in many
situations we denote them by f; p if no confusion regarding the non-uniqueness of this symbol can
be expected. Now, we define the approximation error function of the L1-SVM without offset by

a(V) = inf (Al +Rip(f)) = Rep, A0, (®)

Note that for A > 0, the solution fp of (7) satisfies

a(\) = M| feallsr + Rip(fpa) — Rip-

In addition the obvious analogue of the approximation error function with offset is no greater than
the approximation error function without offset so we restrict our attention to the latter. With the
help of the approximation error function we define

Definition 2.2 Let H be a RKHS over X and P be a probability measure on X x Y. We say that
H approximates P with exponent 0 < 3 < 1 if there exists a constant C' > 0 such that

a(A) < CON°
for all A > 0.

Note, that H approximates P with exponent 3 = 0 for all pairs (H, P). We will see in the
following section that the other extremal case 3 = 1 is equivalent to the fact that the minimal -
risk can be achieved by an element f; p € H. Because of the specific structure of the approximation
error function values 5 > 1 are only possible for distributions with Px(Xy) = 1. The latter are
uninteresting for classification considerations.

In order to state our first rate for L1-SVM’s we finally need a complexity measure for RKHS’s.
To this end we have to recall some notations. For a subset A C E of a Banach space E the covering
numbers are defined by

n
N(A e, E) = min{n >1:dxy,...,2, € F with A C U(.’EZ —|—EBE)} >0,
i=1
where B denotes the closed unit ball of E. Furthermore, for a bounded linear operator S : £ — F
between two Banach spaces E and F, the covering numbers are defined by N (S, ¢) := N(SBg,¢, F).
Given a training set T' = ((z1,y1),- - -, (Tn,yn)) € (X xY)"™ we denote the space of all equivalence
classes of functions f : X x Y — R with norm

1
2

I fll oy == (% Z!f(ici,yiﬂ?) (9)
i=1



by Lo(T'). In other words, La(T') is a Lo-space with respect to the empirical measure of 7. Note, that
for a function f : X x Y — R a canonical representant in L(T') is the restriction fip. Furthermore,
we write Lo(Tx) for the space of all (equivalence classes of) square integrable functions with respect
to the empirical measure of z1,...,x,. The complexity measure we need in our considerations is
based on the spaces La(Tx):

Definition 2.3 Let H be a RKHS over X and By its closed unit ball. We say that H has
complexity exponent 0 < p < 2 if there exists a constant a, > 0 such that

sSup IOgN(BH,ﬁ,LQ(TX)) < apgip
Te(XxY)n

for all € > 0.

We will see in Section 9 that every RKHS has complexity exponent p = 2 by using the theory
of absolutely 2-summing operators. However, for fast rates we need complexity exponents which
are strictly smaller than 2. Furthermore, many SVM’s use a parameterized family of RKHS’s. For
such SVM’s the constant a, may play a crucial role. We will see below, that this is in particular
true for SVM’s using a Gaussian RBF kernel.

Let us now consider learning rates for L1-SVM’s. Our first result which establishes rates for
L1-SVM’s with general kernels reads as follows:

Theorem 2.4 Let H be a RKHS of a continuous kernel on X with complexity exponent 0 < p < 2,

and let P be a probability measure on X XY with Tsybakov noise exponent 0 < q < oco. Furthermore,
_ 4(q+1)
assume that H approzimates P with exponent 0 < 8 < 1. Define A, :=n  Qatrat)+8) and consider

the L1-SVM without offset. Then for all € > 0 there is a constant C' > 0 such that for all x > 1
and all n > 1 we have

" n 9 — 458(q+1) e —
Pr (T S (X X Y) : RP(fT,)\n) < Rp+ Cxn @atra+H(+8) ) > 1—e 7.
Furthermore, the same result holds for the L1-SVM with offset if ¢ > 0.

Remark 2.5 Using a tail bound of the form of Theorem 2.4 one can easily get convergence rates
_ 48(g+1)
for (2). In the case of the above theorem these rates have the form n~ atratH(I+5) * for all € > 0.

In other words the rates are exactly the terms in n in the above tail bounds. This is also true for
the rates of L1-SVM’s using Gaussian RBF kernels which are established below.

Remark 2.6 For brevity’s sake our major aim was to show the best possible rates using our
techniques. Therefore, the above theorem states rates for the L1-SVM under the assumption that
(A\n) optimizes the rates of the concentration inequalities we will apply in the proof of the theorem
in Section 7. However, we emphasize, that the techniques of our proofs also give rates if ()\,) is
chosen in a different (and thus sub-optimal) way. This is also true for our results on L1-SVM’s
using Gaussian kernels.

_ 48(q+1) _ B
Remark 2.7 If we assume a trivial Tsybakov exponent ¢ = 0 we have n QatretHI+8) = n~ 148,

In other words, the rate of Theorem 2.4 is independent of the complexity exponent whenever H
has a complexity exponent p < 2. We will show at the end of Section 9 that in this case actually
no complexity condition on H is required. Recall that Tsybakov’s rate in [32] is also essentially
independent of the complexity of the used function class if ¢ = 0.



Remark 2.8 In [32] it is assumed that a Bayes classifier is contained in the base function classes

the algorithm minimizes over. This assumption corresponds to a perfect approximation of P by H,
i.e. 8 = 1. In this case our rate is essentially of the form n_%. If we rescale the complexity
exponent p from (0,2) to (0,1) and write p’ for the new complexity measure this rate becomes
essentially n_%. This is exactly the form of Tsybakov’s result in [32]. However, as far as we

know our complexity measure cannot be compared to Tsybakov’s.

Remark 2.9 By the nature of Theorem 2.4 it suffices to assume that P only satisfies T'sybakov’s
noise assumption for every ¢’ < ¢. It also suffices to suppose that H approximates P with exponent
B for all 3’ < 3, and that H has complexity exponent p’ for all p’ > p. As we will see in Section 3
the RKHS H has an approximation exponent 3 = 1 if and only if H contains a minimizer f; p of
the [-risk. In particular, if H has approximation exponent § for all 8 < 1 but not for § = 1 then
H does not contain a minimizer f; p but Theorem 2.4 can be applied for “F = 1”. Furthermore,
if the RKHS consists of C°° functions we can choose p arbitrarily close to 0. If both assumptions
are true, we can hence obtain rates up to n~! even though H does not contain a minimizer fi,p of
the [-risk. For the Gaussian RBF kernel we can actually describe such distributions P in terms of
their concentration near the “decision boundary” as we will see below.

The rest of this section is devoted to L1-SVM’s using Gaussian RBF kernels, i.e. to kernels
of the form k,(z,2") = exp(—o?|lz — 2'||2), z,2" € X, where X C R? is a (compact) subset and
o > 0 is a free parameter called the width. We sometimes denote the corresponding RKHS by H,.
The Gaussian RBF kernels are the most widely used kernels in practice. Of course we can apply
Theorem 2.4 for these kernels, too. However, no smoothness condition on 7 or fp = signo(2n — 1)
which ensures an approximation of P for some exponent 5 > 0 are known to us and the results
of [27] indicate that such conditions must be very restrictive. We therefore choose another type of
assumption on the distribution P. To this end we define the following function = — 7, by

d(.’E,X()UXl), ifre X _q,
e = d(z,XoUX_1), ifze Xy, (10)

0, otherwise .

Here, d(z, A) denotes the distance of x to a set A with respect to the Euclidian norm. Roughly
speaking 7, measures the distance of z to the “decision boundary”. With the help of this function
we can define the following geometric condition for distributions:

Definition 2.10 Let X C R? be compact and P be a probability measure on X x Y. We say that
P has geometric noise exponent o > 0 if there exists a constant C' > 0 such that

/|2n(x)—1|exp(—%3)PX(dx) < Ct% (11)
X

holds for all £ > 0. We say that P has geometric noise exponent o = oo if it has geometric noise
exponent o for all o/ > 0.

Note, that in the above definition we make neither any kind of smoothness assumption nor do
we assume a condition on Px in terms of absolute continuity with respect to the Lebesgue measure.
Instead, the integral condition (11) describes the concentration of the measure |27 — 1|dPx near
the decision boundary. The less the measure is concentrated in this region the larger the geometric
noise exponent can be chosen. The following examples illustrate this:



Example 2.11 Since exp(—t) < Cqt~* holds for all t > 0 and a constant C, > 0 only depending
on a > 0 we easily see that (11) is satisfied whenever

(z+ 7;1) € Loa(|2n — 1|dPx) . (12)

Now, let us suppose Xy = ) for a moment. In this case 7, measures the distance to the class x
does not belong to. In particular, we have (z — 7, ) € Ly (|2n — 1|dPx) if and only if the two
classes X_1 and X have strictly positive distance! If (12) holds for some 0 < o < oo then the two
classes may “touch”, i.e. the decision boundary d.X_; N9X; is nonempty. Using this interpretation
we easily can construct distributions which have geometric noise exponent oo and touching classes!
In general for these distributions there is no Bayes classifier in H, for any o > 0.

Note, that from (12) it is obvious that the parameter « in (12) describes the concentration of the
measure |2n— 1|dPx near the decision boundary. For the distributions described above |21 —1|dPx
must have a very low concentration near the decision boundary.

The exponential function in (11) appears to be caused by the structure of the Gaussian kernel.
Therefore, one can ask whether Definition 2.10 is taylored to the Gaussian kernel. The above
example shows that condition (11) is actually a very general condition since distributions with
(12) satisfies Definition 2.10. Obviously, (12) has no relation to the Gaussian RBF kernel. We
now describe a regularity condition on 7 near the decision boundary that can be used to produce
a geometric noise exponent. Like (12) this regularity condition does not have a relation to the
Gaussian RBF kernel.

Definition 2.12 We say that n s Hélder about % with exponent v > 0 on X C R if there is a
constant ¢, such that
12n(x) — 1| < ¢y7), Vo € X. (13)

If n is Holder about % with exponent v > 0, the graph of 2n(z) — 1 lies in a multiple of the
envelope defined by 77 at the top —7; at the bottom. To be Hélder about 1 it is sufficient that 7
is Holder continuous, but it is far from being necessary. A function which is Hélder about % can
be very irregular away from Xy but cannot jump across X, discontinuously. In addition a Holder
continuous function’s exponent must satisfy 0 < v < 1 where being Holder about % only requires
~v > 0. For distributions with Tsybakov noise exponent such that n is Hélder about % we can bound
the geometric noise exponent:

Theorem 2.13 Let P be a probability measure on X x Y with X C R which has Tsybakov noise
exponent q > 0 such that there exists a conditional probability n(z) = P(y = 1|z) for P which is

Holder about % with exponent v > 0. Then when q > 1, P has geometric noise exponent o = ’y%

o g+l
and when 0 < q <1, P has geometric noise exponent c for all o < v =.

For distributions having a nontrivial geometric noise exponent we can bound the approximation
error function for Gaussian RBF kernels:

Theorem 2.14 Let X be the closed unit ball of the Euclidian space RY, and H, be the RKHS of
the Gaussian RBF kernel k, on X with width o > 0. We write a,(.) for the approximation error
function with respect to H,. Then there is a constant cq depending only on d such that if P has
geometric noise exponent 0 < a < oo with constant C, for all A > 0 and all o > 0 we have

4N < cq (od)\ +(J(4d)%da*ad) . (14)



In order to let the right hand side of (14) converge to zero it is necessary to assume both
A — 0 and 0 — oo. An easy consideration shows that the fastest rate of convergence can be
achieved if o(X) := A"T#04. In this case we have a s()(A) < 20)\&%1 Roughly speaking this states
that the family of spaces H,(y) approximates P with exponent +1 Note, that we can obtain
approximation rates up to linear order in A for sufficiently benign distributions. The price for this
good approximation property is, however, an increasing complexity of the hypothesis class B,
for 0 — o0, i.e. A — 0. The following theorem estimates this in terms of the complexity exponent:

Theorem 2.15 Let H, be the RKHS of the Gaussian RBF kernel ks on X and consider the
evaluation map I, : Hy — LQ(TX) defined in (19) for an empirical distribution T. Then for all
O<p<2and0<d < gog;s there exists a constant cqs > 0 such that foralle >0 and all 0 > 1
we have

sup log N (I5,e) < cd(;a( 5)1+d)d—p,

Tezn
In particular, Theorem 2.15 implies that for all 0 < p < 2 and all § > 0 there exists a constant
¢p,d,s > 0 such that for all € > 0 and all 0 > 1 we have

sup log N (Iy,e) < deao'( 5)(A+0)d —p

Tezn

Having established both results for the approximation and complexity exponent we can now
formulate our main result for L1-SVM’s using Gaussian RBF kernels:

Theorem 2.16 Let X be the closed unit ball of the Euclidian space R?, and P be a distribution
on X xY with Tsybakov noise exponent 0 < g < oo and geometric noise exponent 0 < a < co. We
define
_ ol . +2
n~ 2a+1 ’LfOz < q2_
Ap = _ _2(at1)(g+1) I
n 20@)+3¢+4  otherwise,

and oy = Ap @i in both cases. Then for all € > 0 there exists a constant C' > 0 such that for all
x>1 and alln > 1 the L1-SVM without offset and with reqularization parameter A, and Gaussian
RBF kernel with width o, satisfies

Pr*(Te (X xY)": Rp(fra,) gRP+Cx2n*ﬁ“) > 1@

ifag% and

2a(g+1)

Pr*(Te (X X V)" : Rp(frr,) < Rp + Ca’n~ 2ati3) st q+2>+3q+4+5) > 1@

otherwise. If & = oo the latter concentration inequality holds if o, = o is a constant with o > 2v/d.
Furthermore, all results hold for the L1-SVM with offset if ¢ > 0.

Most of the remarks made after Theorem 2.4 also apply to the above theorem up to obvious
modifications. In particular this is true for Remark 2.5, Remark 2.6, and Remark 2.9. Furthermore,
Remark 2.8 applies if we assume “p = 0”.

Acknowledgement:

We thank V. Koltchinskii and O. Bousquet for suggesting the local Rademacher averages as a way
to obtain good performance bounds for SVM’s and D. Hush for suggesting that we are now in a
position to obtain rates to Bayes.
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3 Approximation error and the approximation error function

We need to control the classification risk Rp( fT7 s ET, A) of a classifier built by optimizing a risk
utilizing a loss function L on a training set T'. Since the difference between the classifier built on
the training 7" and that built on the measure P will be handled through the use of concentration
inequalities, to consider the approximation error, we consider the classifier ( f P\ EP, A)- Since this
classifier uses a loss function L which is different from classification error we need to consider
the price paid for minimizing L instead of classification error. Indeed, Steinwart [28] shows that
when L is continuous and classification-calibrated that convergence to the minimal L-risk implies
convergence to the Bayes risk. However to obtain rates it is useful to have a more quantitive
estimate. For the hinge loss function [ Zhang [36] proves that

Rp(f) —Rp <2(Ryp(f) — Rip) (15)

for all measurable functions f. Zhang proves similar results for other common loss functions and
Bartlett et al. [4] have provided a general framework for such inequalities. Therefore to have a
quantitative bound on the excess classification risk it is sufficient to have a bound on the excess
l-risk. As mentioned in Section 2 the obvious analogue of the approximation error function with
offset is not greater than the approximation error function (8). Namely

inf 7 - < inf 7 — :
it (IS + Rup(f +0)) = Rup <t (A1 +Rup(£) = Rup

Consequently, for all A > 0 we have

Rip(fea+bpy) —Rip < Mfealy + Rip(fea+bpy) —Rip < a(N).

Since a(.) is defined as an infimum, we combine with Zhang’s inequality (15) to produce the following
chain of inequalities

Rp(fpa+0py) —Rp < 2a(N) < 2(A|fIH +Rip(f) — Rip), VfeH (16)

where, as we will see in Section 8, the last inequality allows the use of suboptimal test functions to
bound the approximation error function.

One might guess that the addition of the A|| 1, p|l% changing excess [-risk to the approximation
error function might be too crude, but we show at the end of this section that this is not the
case in most of the situations we consider. Along the way, we discuss the relationship between the
approximation error, the approximation error function, and the map A — || fp.||-

Here X denotes an arbitrary compact metric space, H a RKHS of continuous functions over X,
and P a Borel probability measure on X x Y. Unlike in the other sections of this paper, here L
denotes an arbitrary convex loss function, that is a continuous function L : Y x R — [0, c0) convex
in its second variable. The corresponding L-risk Ry, p(f) of a function f : X — R and its minimal
value Ry, p are defined in the obvious way. For simplicity we also assume Ry, p(0) = 1. Note that
all the requirements are met by the hinge loss function.

We require the basic theory of RKHS as presented in [12]. Namely any continuous positive
definite kernel k(z,#) determines a Hilbert space of functions on X by

1
H = K2Ly(X)
1
where K} is the unique square root of the integral operator Kx : Lo(X) — Lo(X) defined by

Kxf(z):= /X k(x, %) f(#)dd, feLyX),zeX,
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and Lo(X) denotes the Lg space on X with Lebesgue measure. Note that the space Ly(T'x) defined
below (9) is something else. The norm on H is determined isometrically by

1
KXl = 1l o)

The Hilbert space H consists of continuous functions on X and for f € H and x € X we have

[f (@) < (1 f 1|/ (e, )

giving rise to the inequality

1flleo < KNI f e
where
K = sup k(z,x). (17)
zeX
Consequently if we define
Jg:H— C(X) (18)

to be the embedding of the RKHS H into the continuous functions we have ||Jy|| < K. For
universal kernels the range of Jy is dense in C'(X). For a training set 7', consider the evaluation
map C(X) — La(Tx) : f = firy defined below (9). This map has norm not greater than 1 and
when composed with Jgy produces the evaluation map of functions in H:

Iy : H — Ly(Tx). (19)

In Section 9, quantitative estimates on the compactness of Iy are provided to bound some
Rademacher averages in Section 5.

Let us now proceed towards analyzing the approximation error function. We use the shorthand
| - || for || - ||z when no confusion should arise. Analogously to the situation for the hinge loss we
can define fp ) if we replace the [-risk by the L-risk in (7). Furthermore, we define [P through a

set of intermediate minimizers f]:: » defined as follows:

fpa € arg min R p(f), (20)
171S

Then [}, is defined as the unique element [}, € argmin 1 R, p(f) with [|f5 ]| < pr,)\H for

1
\/X
all h::)\ satisfying (20) We need to prove

Lemma 3.1 f;;)\ 1s well defined.

Proof: We first show that the set A of all solutions f]:: A of (20) is nonempty. To that end consider

a sequence (fy,) such that Ry p(fn) — inf”f”<% Rr.p(f). By the Eberlein-Smulyan theorem we
VA

can assume without loss of generality that there exists an f* with || f*|| < \% such that f, — f*

weakly. Using the fact that weak convergence in RKHS’s imply pointwise convergence Lebesgue’s

theorem then gives
Rr,p(fn) = Rip(f)

by the continuity of L providing a solution of (20). We now proceed to show that there is a unique
point in A with minimal norm.
Existence: Let f, € A with

ol — in [|£]].
fnll = inf (1]

12



Like in the proof that A is not empty, we can conclude the existence of an f* € A with

Rr,p(fn) = Rrp(f").

This shows f* € A. Furthermore, we always have
< T _ '
71 < Tim inf {} o] = inf {11l

Uniqueness: Suppose we have two such elements f and g with f # ¢g. By convexity we find
2(f+g) € arg min”f”<% Rr.p(f). However, H is strictly convex which gives ||3(f +g)|| < | f||.
VA

We can now define the approximation error and the approximation error function. In order to
treat non-universal kernels we define the minimal L-risk of functions in H, i.e. the quantity

R = inf R .
LPH jnf L.p(f)

Then we define

AQ) = b (NP +Rep() =R p (21)
A*()\) = il’lf1 RLyp(f) - RL,P,H . (22)
1<

Note that for A > 0 we have

AN = N feall? + Rep(fpp) — Ripm

and
A*(N) =Rr.p(fp)) —RipH-

Recall, that for universal kernels Ry, p g = R, p holds. Therefore, A(.) equals the approximation
error function a(.) in this case. Furthermore, for these kernels, A*()\) is the “classical” approxima-
tion error of the hypothesis class \%/\BH.

The following theorem (proven in Section 11) establishes some basic structure of these functions.

Theorem 3.2 Consider the approximation error function A(.) and the approximation error A*(.).
We have A(0) = A*(0) = 0, A*(.) is increasing, and A(.) is increasing, concave, and continuous.
In addition, we have

A*(N) < A(N), YA>0

and for any function h : (0,00) — (0,00) such that A*(A) < h(X) for all A > 0, we have
A(MR(N) < 2h(N), YA > 0,

As a consequence, we note that A(.) is a concave majorant of A*(.) and

A1) < AN for all 0 < A < 1,
A(N) < A(eX) < cA(N) ife>1,
cA(N) < A(eh) < A(N) if0<e<1.

We now turn to the main theorem of this section which establishes a relationship between the
approximation error, the approximation error function, and A — |[[fp||. The proof appears in
Section 11.

13



Theorem 3.3 The function A — || fp.l|l is bounded on (0,00) if and only if A(X\) < A. In this case
there ezists an fr, py € H minimizing the L-risk in H and we have AA(1) < A(X) < M| fr.pul?
Moreover for all o > 0 we have

AF(A) =\ if and only if AN < NatT

If one of the estimates is true we additionally have pr,)\H2 < )\7&%1 and Ry p(fpa)—Rrp = Natt,
Furthermore, if \*T¢ < A*(\) X \* for some o > 0 and € > 0 then we have

. a __1 ate _a
A~ eFaletn < ”fP,A”Q <\ o+l and Ao+l < RL,P(fP,)\) — RL,P < Aatl

ate _a
and hence in particular Ne+1 < A(X) = Ae+T.

The above theorem shows that under the assumption that A*(\) behaves essentially like A%,
both the excess L-risk and the approximation error function behave essentially like Ae+1 supporting
our claim that not much is lost in going from excess risk to the approximation error function in

(16).

4 Bounding the estimation error of ERM-type classifiers using
local Rademacher averages

In this section we will prove a concentration inequality for ERM-type algorithms which is based
on a variant of Talagrand’s concentration inequality. Our approach is inspired by a similar result
of [4] which uses a complexity measure which is closely related to local Rademacher averages. The
latter have been intensively studied in learning theory in recent years (see [19], [2], and [3]). One
of the main features of the concentration inequalities using local Rademacher averages is that they
all need a so-called “variance bound” of the form Epg? < c¢(Epg)® for constants o > 0, ¢ > 0,
and certain functions g. However, for L1-SVM’s and distributions P satisfying Tsybakov’s noise
condition for some 0 < ¢ < oo the “sharpest” variance bounds we will be able to show are of
the form Epg? < c(Epg)® + 6 with § > 0. These bounds will be established in Section 6. We
will also see there that both ¢ and § depend on the regularization parameter . Since the latter
changes with n — oo the above mentioned theory must be adapted to this more general situation
in order to obtain a full control over the crucial values ¢ and §. To this end let F be a class of
bounded measurable functions from Z to R. In order to avoid measurability considerations we
always assume that F is separable with respect to ||.|.. Given a probability measure P on Z we
define the modulus of continuity of F by

wn(F,e) = wpn(F,e) = ETNPH( sup |Epf—IETf|>
eF,
Epfi<e

The modulus of continuity will serve us as a complexity measure in the main theorem of this section.
In Section 5 we will bound w, (F, ) by local Rademacher averages which themselves are treated by
certain covering numbers.

Before we state our main result we have to introduce some notation related to ERM-type
algorithms: let F be as above and L : F x Z — [0,00) be a function. We call L a loss function if
Lo f:= L(f,.) is measurable for all f € F . Given a probability measure P on Z we denote by
fpr € F a minimizer of

f=Rrp(f):=E.~pL(f, 2).

14



Throughout this paper Ry, p(f) is called the L-risk of f. If P is an empirical measure with respect
to T € Z" we write fr 7 and Ry 7(.) as usual. For simplicity, we assume throughout this section
that fpr and fr 7 do exist. Furthermore, although there may be multiple solutions we use a
single symbol for them whenever no confusion regarding the non-uniqueness of this symbol can
be expected. An algorithm that produces solutions fr r is called an empirical L-risk minimizer.
Moreover, if F is convex, we say that L is convex if L(.,z) is convex for all z € Z. Finally, L
is called line-continuous if for all z € Z and all f,f € F the function ¢t — L(tf 4+ (1 — t)f, 2) is
continuous on [0,1]. If F is a vector space then every convex L is line-continuous. Now the main
result of this section reads as follows:

Theorem 4.1 Let F be a convex set of bounded measurable functions from Z to R which is sepa-
rable with respect to ||.||,, and let L : F x Z — [0,00) be a convex and line-continuous loss function.
For a probability measure P on Z we define

g = {LOf—LOnyf : fe]—"}.

Suppose that there are constants ¢ >0, 0 < a <1, 5 >0 and B > 0 with Epg? < c¢(Epg)® + 6 and
9l < B forallge G. Letn>1, x>0 and ¢ > 0 with

1
2—«
2 omfa o 5. (£5)77. 2]

Pr* (T e Z" :Rrp(frr) <Rrp(frr)+ E) > 1—e".

Then we have

Remark 4.2 Theorem 4.1 has been proved in [4] for § = 0. In this case its main advantage
compared to tlr}e “standard analysis” using uniform deviation bounds is that it can produce rates
faster than n~2 for risk deviations. For a further discussion of this issue we refer to [4]. If § > 0
the above theorem apparently cannot produce rates faster than n"s. However, in order to decrease

the approximation error the class F and thus G increases with n for many algorithms. If for such
ox

sequences (F,) we can show that §,, — 0 then the term /<" no longer prohibits rates faster than

n=2. As we will see in Section 6 this phenomenon actually occurs for L1-SVM’s and distributions
satisfying Tsybakov’s noise assumption for some exponent ¢ > 0. Namely, we will show that the
rate of §,, — 0 and the values of both ¢ and B are determined by the approximation error function.
In particular, in our analysis approximation properties of H will heavily influence the estimation
error. As far as we know such an interweaving of approximation and estimation error has never
been observed or analyzed before.

As already mentioned, the proof of Theorem 4.1 is based on Talagrand’s concentration inequality
in [30] and its refinements in [25], [16], [18]. The below version of this inequality is derived from
Bousquet’s result in [8] using a little trick presented in [3, Lem. 2.5]:

Theorem 4.3 Let P be a probability measure on Z and H be a set of bounded measurable func-
tions from Z to R which is separable with respect to |.||,, and satisfies Eph = 0 for all h € H.
Furthermore, let b > 0 and 7 > 0 be constants with ||h||, < b and Eph? < 1 for all h € H. Then
forallz > 1 and all n > 1 we have

/2 b
p" (T € Z" : sup Erh > 3Ep/pn sup Eph + 7 + _x) < e ”.
heH heH n n

15



This concentration inequality is used to prove the following lemma which is a generalized version
of Lemma 13 in [4]:

Lemma 4.4 Let P be a probability measure on Z and G be a set of bounded measurable functions
from Z to R which is separable with respect to ||.||, Let ¢ > 0,0 < a <1, >0 and B > 0 be
constants with Epg* < c(Epg)®+6 and ||g||,, < B for all g € G. Furthermore, assume that for all
T € Z" and all € > 0 for which for some g € G we have

Erg <e/20 and Epg > ¢
there is a g* € G which satisfies
Erg® <e/20 and Epg" =¢.

Then for alln > 1, x > 0, and all € > 0 satisfying
1
/0 4 2-a B
€> IOmax{wn(g,cao‘ +9), —x, (ﬁ) , _x}
n n n

Pr*(T e Z": forall g € G with Epg < /20 we have Epg < z-:) > 1—e*.

we have

Proof: We define H := {Epg — g : g € G,Epg = €}. Obviously, we have Eph = 0, ||h||, < 2B,
and Eph? = Epg? — (E pg)2 < ce® + 6 for all h € H. Moreover, our assumption on G yields

Pr*(T € Z": 3g € G with Epg < £/20 and Epg > ¢)

< Pr*(T € Z":3g € G with Epg <¢/20 and Epg = 5)
= Pr*(T € Z2":3g € G with Epg — Epg > 192/20 and Epg = ¢)
< P”(T €Z": sup (Epg—Erg) > 195/20)
B
= P”(T e Z" : sup Erh > 195/20) .
heH

In order to bound the last probability we will apply Theorem 4.3. To this end we have to show

% > 3ET’~P" SupheH ET/h +

2T

=T+ %‘”. Our assumptions on € imply

e > 10ET/NPn< sup |Epg—ET/g|> > 10Eq..pn sup Ep/h. (23)
g€g, heH
Epg?<ce®+§

Furthermore, since 10 > (%)2 and 0 < o <1 we have

dex\ Ta 1 760\2\ T [ der 2 60\ 20 [dex\ e
CT o CIT o o CI o
> e > — (= e > (= i

If § < ce® we hence find , )
. 60\ 2o (2(ce® +0)z\ e .
- \19 e%n
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This implies %5 >4/ w. Furthermore, if § > c£® the assumptions of the theorem shows

e > 10y % 5 80 A0z 60 et + o)z
- n — 19 n 19 n

Hence we have 195 > 4/ w for all € satisfying the assumptions of the theorem. Now let
T:=cc*+d and b:=2B. By (23) and € > % we then find

19 19 2(ce® + 9 19B
—6 2 _]ET’ pn SUup ET/h + (CE i )-T + *
20 6 heH n 6n
2 b
> 3Eqvpnsup Eph 4+ 4/ 222 + 22
heH n n

Applying Theorem 4.3 then yields
Pr*(T € Z" : 3g € G with Epg < /20 and Epg > ¢)

< P™(T € Z":supErh > 19¢/20)
heH
n n 227 bz
< P"TeZ":supErh > 3Ep . pnsupEph + 4/ — + —
heH heH n n
< e 7.

With the help of the above lemma we can now prove the main result of this section, that is
Theorem 4.1:

Proof of Theorem 4.1: We want to apply Lemma 4.4 to the class G. It suffices to show the
richness condition on G of Lemma 4.4. To this end let f € F with

Er(Lof—Lofpr) < £/20

Ep(Lof—Lofpr) = e.
For t € [0,1] we define f; :=tf+ (1 —t)fpr. Since F is convex we have f; € F for all t € [0,1]. By
the line-continuity of L and Lebesgue’s theorem we find that the map h: ¢t — Ep(Lo fy — Lo fpr)
which maps from [0, 1] to [0, B] is continuous. Since h(0) = 0 and h(1) > ¢ there is a t € (0, 1] with

Ep(Lofi—Lofpr) = h(t) = ¢

by the intermediate value theorem. Moreover, for this ¢ we have

Er(Lo fy— Lo fpr) Ep(Lo(tf + (1 —t)fpF) — Lo frF)
Erp(tLo f+ (1 —t)Lo fpr—Lo frF)
tEr(Lo f—Lo fpF)

£/20.

VAN VAN VAN

1
Now, let € > 0 with ¢ > IOmax{wn (G, ce® +0) (%)2 , (4“”)2 a B“”} Then, by Lemma 4.4 we
find that with probability at least 1 — e™* every f € F with ET(L f— Lo fpr) < e/20 satisfies
Ep(Lo f— Lo fpr) <e. Since we always have

ET(LOfTJ:—LOfp,j:) <0< 6/20

we obtain the assertion. [ |
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5 Bounding the local Rademacher averages

The aim of this section is to bound the modulus of continuity of the class G in Theorem 4.1. To
this end we will first relate the modulus of continuity to local Rademacher averages. Then we will
bound these averages with the help of covering numbers associated to G and reformulate Theorem
4.1.

Let us first recall the definition of (local) Rademacher averages. To this end let F be a class of
bounded measurable functions from Z to R which is separable with respect to ||.||.,. Furthermore,
let P be a probability measure on Z and (¢;) be a sequence of i.i.d. Rademacher variables (that is,
symmetric {—1, 1}-valued random variables) with respect to some probability measure p on a set
Q. The Rademacher average of F is

Radp(F,n) := Rad(F,n) := EpnE,sup
fer

Rademacher averages have been intensively used in empirical process theory. For more information
we refer to [33]. For € > 0 the local Rademacher average of F is defined by
1 n
Rad(F,n,e) := Radp(F,n,e) := EpnE, sup - Z&'f(%) .
i=1

fer,
Epf?<e

Obviously, the local Rademacher average is a Rademacher average of a restricted function class.
By symmetrization the modulus of continuity can be estimated by the local Rademacher average.
More precisely, we always have (see [33])

wpn(F,e) < 2Radp(F,n,¢).

Given a real number a > 0 we immediately obtain Rad(aF,n) = aRad(F,n). The following simple
lemma describes how the local Rademacher averages behave under scaling the function class:

Lemma 5.1 For all a > 0 we have
Rad(aF,n,e) = aRad(F,n,a ).
Proof: Given a function class G we write G. := {g: g € G and Epg? < ¢}. Obviously we have
(aF). = {f:fcaFand Epf?<e} = {af:fc FandEp(af)* <e} = aF,—..
Since Rad(F,n,e) = Rad(F.,n) we then obtain the assertion. [ |

In the following we estimate Rademacher averages in terms of covering numbers using the path
of [19]. Since we are interested in the arising constants and the extension of Theorem 2.4 described
in Remark 2.7, we add the proofs for the sake of completeness. We begin by recalling an extension
of a theorem of Dudley to subgaussian processes proven in [33]. For the formulation we also refer
to [19]:

Theorem 5.2 There exists a universal constant C' > 0 such that for all ||.|| -separable sets F of
measurable functions from Z to [—1,1], all probability measures P on Z, and all n > 1 we have

or
C
Rad(F,n) < —ETan/\/log./\f(}",s,Lg(T))de,
N4
0

where o1 = supser |l L, 7)-
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The next theorem due to Talagrand [30] estimates the expected diameter of F when interpreted
as a subset of Lo(7T):

Theorem 5.3 Let F be a class of measurable functions from Z to [—1,1] which is separable with
respect to ||.||,, and P be a probability measure on Z. Then we have

Ep.pn suprH%Q(T) < 8Rad(F,n) +sup Epf2.
feF feF
With the help of the above theorems we now can establish the following bound on the local
Rademacher averages which is a slight modification of a result in [19]:

Proposition 5.4 Let F be a class of measurable functions from Z to [—1,1] which is separable
with respect to ||.|| ., and let P be a probability measure on Z. Assume there are constants a > 0
and 0 < p < 2 with

sup log N (F,e, Lo(T)) < ae™?

Tezn

for all e > 0. Then there exists a constant ¢, > 0 depending only on p with

Rad(F,n,e) < ¢ max{€1/2—p/4<g)l/2’ (g)2/(2+p)}.

n n

Proof: We write F. := {f : f € F and Epf? < ¢} and 67 := supsez. ||fllLy(r)- Then applying
Theorem 5.2 and Theorem 5.3 to F. yields

or
C
Rad(F,n,e) < ﬁETNP"/\/IOgN(}_é"S’L?(T))d(S
0
C\a i
a
< . -p/2
SN Er.p /6 dé
0
cpv/a 1-p/2
< P Eropndg ”
>~ \/ﬁ T~P 5T
< cpV/a (ETan5%)1/2_p/4

NG

< cf/\%ﬁ <8Rad(]-",n,5) +e

where ¢, > 0 is a constant depending only on p. If ¢ > Rad(F,n,e) we hence find

)1/27p/4

)

Rad(F,n,e) < ¢, aeV/2plAp=1/2

where ¢, := 91/2*p/4cp. Conversely, if ¢ < Rad(F,n,e) we obtain

c\a 1/2—p/4
Rad(F,n,e) < pVa (Rad(f,n,s)) "
vn
This implies
2/(2+p)
Rad(F,n,e) < Cg(ﬁ) 8 ,
n

where cg > ( is a constant depending only on p. |
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Using the above proposition we may now replace the modulus of continuity in Theorem 4.1 by
an assumption on the covering numbers of G. As in Section 4 we assume that all minimizers exist.
Then the corresponding result reads as follows:

Theorem 5.5 Let F be a convex set of bounded measurable functions from Z to R which is sepa-
rable with respect to ||.||, and L : F x Z — [0,00) be a convex and line-continuous loss function.
For a probability measure P on Z we define

g = {Lof—LOfP’j-‘ : fEf}.

Suppose that there are constants ¢ > 0, 0 < a <1, >0 and B > 0 with Ep92 <c(Epg)*+9 and
l9lloo < B for all g € G. Furthermore, assume that there are constants a > 1 and 0 < p < 2 with

sup log N (B™'G, e, Lo(T)) < ac™P (25)
Tezn

for all e > 0. Then there exists a constant ¢, > 0 depending only on p such that for alln > 1 and
all x > 0 we have

Pr* (T € Z":Rrp(frr) > Rrp(frr)+cpe(n,a, B,c,o, iL‘)) <e?,

where

2 1
2p 2—p a4\ T=2atap p.2-p (A2 a\ 21p
e(n,a, B,c,d,x) = BT Zatapci-2a+ap (—) T 4+ B24671 (—) +B<—> ?
n n

ox cx\z=a Bz
+4/— + (—) +—.
n n n
Proof: By Lemma 5.1 and Proposition 5.4 we find

Rad(G,n,e) = BRad(B™'G,n, B~ %)

1 2
1 a\ 2 a\ 2+p
< o max{ et ()7 (4) ]
n n

We assume without loss generality that ¢, > 5. Let €* > 0 be the largest real number that satisfies

e* = QCPB% (c(e")™ + 5)%7% (ﬂ)% . (26)

n

Furthermore, let € > 0 be a such that

1
£ = 2¢,max Bg(cz-:o‘—i-5)27p<2)é B(g)ﬁp ”5_1’ dex e Bo
P n/ ' \n "V n'\n "n |

It is easy to see that both & and &* exist. Moreover, our above considerations show & >

1 1
10 max{wn(g, ce® + 0), (%) 2 (4%”) 2 a ,%}, i.e. ¢ satisfies the assumptions of Theorem 4.1. In

order to show the assertion it therefore suffices to bound ¢ from above. To this end let us first

assume that
2=p /a5 a\ 7 ox [ 4dex 7a Bx
B%(cea—i—é)Tp(—)Q > max{B(—)Hp,\/—,(—) ,—}.
n n n n n
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Then we have € = QCPB% (ce®+9) =t (%)% Since €* is the largest solution of this equation we hence
find € < &*. This shows that we always have

2% [ox (4ex\T= B
e < e*+2cp(B<g>2“’+ —x+<ﬁ) +—x).
n n n n

Hence it suffices to bound £* from above. To this end let us first assume c¢(¢*)* > ¢. This implies

4ch§ (c-(e9)) = <2>; .

n

m*
IN

It is easy to see that this yields

2

2  _27p /@ T—3atop

e* < 16c2BToaTar cFaatar (—)4 Zafap
n

Conversely, if ¢(¢*)* < ¢ holds then we immediately obtain

1
e < Ao BRI (47
n

Therefore we can obtain the assertion. [ |

In this work we are mainly interested in L1-SVM’s. Since Theorem 5.5 will be one of the main
tools for the investigation of these algorithms we have to ensure that these classifiers fit into the
framework of Theorem 5.5, i.e. that they are ERM-type algorithms. To this end let H be a RKHS
of a continuous kernel over X, A > 0, and [ : Y x R — [0, 00) be the hinge loss function. We define

L(f,z,y) = Al flF + Uy, f(2)) (27)

and

L(f,bz,y) = M fIH + Uy, f(z) +b) (28)

forall fe Hbe R,z € X, and y € Y. Since Ry r(.) and Rz r(.,.) coincide with the objective
functions of the L1-SVM formulations we see that the L1-SVM’s implement an empirical L-risk
minimization. Furthermore note, that it is shown in [28] that all needed minimizers exist.

Below we will establish a simple lemma that estimates the covering numbers of the class G in
Theorem 5.5 with the help of the covering numbers of By. Since for L1-SVM’s the class F depends
on the size of the offset Bp, » of the minimizer, we first have to bound this size. This is done in
the following lemma which will be a crucial tool in investigating the L1-SVM’s with offset. This
lemma has been proved in [14] for empirical distributions. Although its generalization to general
probability measures is straight forward we include the proof for completeness.

Lemma 5.6 Let P be a distribution on X XY and A > 0. Then for all possible pairs (fp,)\, Ep)\) €
H x R we have

bpal < IFpallc + 1.

Proof: 1If Px (ac € X : Py*|z) = 1) = 1 for some y* € Y there is nothing to be proved since
bpx = y* by our assumption on L1-SVM’s mentioned in Section 2. Now let us assume that
bpy > ||fpalls + 1 and that P is not degenerate in the above way. Then there exists a constant
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¢ > 0 such that Ep)\ > pr,)\Hoo—i-l—i—é. This implies fpg\(x)—i—l;p,)\ > 1+0 for all z € X. We define
bpy = bpx — d. Obviously, we then find I(1, fp(z) +bpy) =0 =I(1, fpar(z) + b ,) and

UL, fpa(z) +bpy) =1+ fpa(x) +bpy = 1+ fpa(z) +bpy+4 =1(-1, fpa(x) +bpy) +6

for all x € X. Therefore we obtain th(fp,)\(x) + Ep)\) > Rl,p(fp)\(x) + b}‘%) by using the

assumption on P. It is easily seen that this inequality contradicts the definition of ( f pa(T), EP, A)-
|

The proof of the above lemma can be easily generalized to a larger class of loss functions. In
particular for the squared hinge loss function used in L2-SVM’s Lemma 5.6 holds.

Recalling the definition of K in (17), we can state our announced covering number bound.
For brevity’s sake it only treats the case of L1-SVM’s with offset. The other case can be shown
completely analogously.

Lemma 5.7 Let H be a RKHS over X, P be a probability measure on X XY, X > 0, and L be
defined by (28). Furthermore, let 1 <~ <\~ ! and

F={(f,b) e HxR:|fllg <7 and |b| <~vyK +1}.
Defining B :=2vK + 2 and

G = {Lo(f,b)~Lo(fprbrr) : (f,b)€F}
then gives ||gl|,, < B for all g € G. Here (fpr,bpr) denotes a L-risk minimizer in F. Assume
that there are constants a > 1 and 0 < p < 2 with

sup log N (Bp,e,Lo(Tx)) < ac™P
Tezn

for all e > 0. Then there exists a constant ¢, > 0 depending only on p such that for all e > 0 we
have

sup log N (B7'G,e, Ly(T)) < cpac™.
Tezn

Proof: Let us write G := {Lo(fb) : (f,b) e F} and H:={lo(f+b) : (f,b) € F}. We then
have

N(B™'G,e,Ly(T)) = N(B7'G,e,Ls(T)) < N([0,\] + B "H,e, Ly(T))
using the Lipschitz-continuity of the hinge loss function. By the sub-additivity of the log-covering
numbers we hence find

log N (B71G, 3¢, Lo(T)) < logN ([0, \],e,R) + log N (B~ "M, 2¢, Lo(T))

1
< 1og(g +1) +log N (B™H(F + [~ B, B]), 2¢, L (Tx))
2
< 2log(g + 1) + logN(BH,a,Lg(TX)) .
From this we easily deduce the assertion. |

Note that for v := A~ 2 the above lemma gives covering number bounds for L1-SVM’s by Lemma
5.6. It will turn out in Sections 7 and 10 that in many situations it even can be applied for (slightly
modified) L1-SVM’s if ~ is significantly smaller than A~2. In order to ensure that the above lemma
is a non-void statement in this case we have to check that the minimizer (fpr,bp ) exists. This
can be shown by an argument based on the weak compactness of closed balls iln Hilbert spaces.
Since this argument is only a small modification of the proof for the v = A72 case which was
worked out in [28] we do not provide details here.
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6 Variance bounds for L1-SVM’s

In this section we prove some “variance bounds” in the sense of Theorem 4.1 and Theorem 5.5 for
L1-SVM’s. In the first subsection we establish a variance bound which holds for all distributions P
on X x Y. In the second subsection we will improve this variance bound for probability measures
having some Tsybakov noise exponent ¢ > 0.

6.1 Bounding the variance for L1-SVM’s—the general case

As already announced we will establish variance bounds for L1-SVM’s for general probability mea-
sures in this section. Unfortunately, since our techniques heavily rely on the strict convexity of the
RKHS norm it turns out that they can only be ulsed for L1-SVM'’s without offset.

Let A > 0, H be a RKHS over X, and F C A™2 By. Furthermore, we assume that [ denotes—as
usual—the hinge loss and L is defined by (27). We define the “metric”

duy(f.9) = 2V = gllu + |f(z) — g(x)|

for all (x,y) € X xY and all f,g € F. Note that L is “pointwise Lipschitz continuous” with respect
to dg,y, i.e. we have

|L(f,x,y)—L(g,x,y)| S dw,y(fvg)

for all (x,y) € X xY and all f,g € F. Our ansatz is a modification of the idea presented in [4]
which uses a modulus of convexity in order to quantify the convexity of the loss function. In our
situation the strict convexity of L is due to the RKHS norm of the regularization term. This is
reflected in the definition of d,, as well as in the following definition: for ¢ > 0 the “modulus of
convexity of L” is defined by

5(e) = inf{L(ﬁ%y);L(g,%y)_L(f—;g

,x,y) c(z,y) € X XY, f,g € F with dy (f, 9) 25}.

Since L is convex in f it is easy to see that §(¢) > 0 for all € > 0. In the next lemma we establish
a much stronger lower estimate of d(.).

Lemma 6.1 Let 0 < A <1 and € > 0. Then with the above notation we have

Ae?
i) > T ek

Proof: Let v € X,y € Y and f,g € F with d;y(f,9) > €. Then we find

e < 2VAIf —gllu +1f(@) —g(@)] < @+E)|f—glu-

Since [ is convex and the norm |.|| of the RKHS satisfies the parallelogram law we also have
L
(f,z,y) + L(g,z,y) L(f+g’x7y>
2 2
2 2 2 l l
_ M T ) i) (., Slo) o)
2 2 2 2
f=g?
2 =
- 2
S Ae?
T (442K)2
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Let us now define a “modulus of continuity” for the L-risk f +— Ry p(f). To this end we write

dp(f,9) == (B yrds,(f, ))1/2 for all f,g € F and probability measure P on X x Y. Then we
define

dp(e) := inf{RL’P(f);_RL’P( 9) RLP(f;_g) . f,9 € F with dP(fvg)ZE}'

Again, it is easy to see that dp(g) > 0 for all € > 0 by the convexity of L. The next lemma which
is based on Lemma 6.1 significantly improves this:

Lemma 6.2 With the above notations we have

Ae?

1) >
PE) 2 TRy
for all0 < A< 1, e >0, and all distributions P on X X Y.

Proof: Let f and g with dp(f,g) > €. Then by Lemma 6.1 we find

Rep(f) +Rep(g) _RLP(f+g> — Euy P<L(f7x7y)+L(g,x,y) _L<f+g . y))
’ Z,y)~ [

2 2 2 ?
> E(x y)Npé(dx,y(fy g))
A
>
- (4—|—2K)2 P(f7 )
- (4+2K)2

Now we can prove the main result of this subsection which states a “variance bound” for the
class G defined in Theorem 4.1 for L1-SVM’s without offset:

Proposition 6.3 Let 0 < A< 1, H be a RKHS over X, and F C )féBH. Furthermore, let L be
defined by (27) and P be a probability measure. We write

= {Lof—Lofpr : feF}.
Then for all g € G we have
(4 +2K)?

Epg® < o

Epg.

Proof: By the definition of the modulus of convexity dp and the definition of fp 7 we obtain
R +R +
Lp(f) ] Lr(frr) RL,P(f 2fP,]-"> + 5p(dp(f, frr))
Ri.p(fer) +op(dp(f, frr))

Ay (f, fp
Rer.p(fpF)+ M

v 1V

v

for all f € F. Here, we used Lemma 6.2 in the last inequality. For g :== Lo f — Lo fp 7 we hence

have )
Mo (f, fp.F)

Epg = Rep(f) = Repr(frr) = 2 (4 +2K)?
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Furthermore, since L is pointwise Lipschitz-continuous with respect to d, , we find
Epg? =Ep(Lo f—L < E d? = d3
pg° =Ep(Lof—Lofpr)” < Euy~rds,(f, frFr) = db(f, frF).
|

Remark 6.4 Proposition 6.3 establishes a variance bound of the form Epg? < ¢ (Epg)® + § with
_ (4+2K)?

a =1, c= 5, and 0 = 0. Recall, that by substituting a by 1 the term ¢ := ¢(n, a, B, ¢, §, )
in Theorem 5.5 becomes
2p 2-p /qQ ﬁ a ﬁ cT
e(n,a,B,c,d,x) = B2*pc2r (—) + xB(—) + —. (29)
n n n

6.2 Bounding the variance for L1-SVM’s—Tsybakov’s noise condition

As we have seen in the previous subsection we always have a variance bound for the L1-SVM in
the sense of Theorem 4.1. Besides the fact that this bound was only established for L1-SVM'’s
without offset it appears to be sharp since it has the “optimal” values « = 1 and § = 0, and
actually this bound will eqable us to prove the case ¢ = 0 in Theorem 2.4. However, if we want to
show rates faster than n~ 2 we need a variance bound which is less sensitive to the regularization
parameter A. In this subsection we will establish such bounds for underlying distributions P
satisfying Tsybakov’s noise assumption for some exponent ¢ > 0. As already mentioned, it will
turn out that these variance bounds depend on the approximation error function! An additional
benefit of the approach of this subsection is that it can also be used for L1-SVM’s with offset. In
fact besides slightly larger constants the result are the same.

As in the last subsection [ denotes the hinge loss. If no confusion can arise we denote a minimizer
of Ry p by fi,p. For the shape of these minimizers which depend on 7 := P(1].) we refer to [36]
and [29]. We begin with a variance bound for the empirical [-risk minimizer:

Lemma 6.5 Let P be a distribution on X XY with Tsybakov noise exponent 0 < q < oco. Then
for all bounded measurable functions f: X — R there exists a minimizer f; p mapping into [—1,1]
such that

Ep(lof—1lofip)” < (120 —1)"Yge +2) (||f||oo—|—1)gi_§(Ep(lof—loflvp»m.

Proof: Given a fixed x € X we write p := P(1]|z) and ¢t := f(z). We first consider the case
p = 1/2. Let f;p be a minimizer with f;p(z) = t if t € [-1,1], fip(z) = 1 if ¢ > 1, and
fip(x) = —1 otherwise. Let us show

(11, 6) — 11, fip(@)? | (U(=1,8) = U(~1, fi.p(z)))
2 + 2
" (l(l,t) - l(217fz,P(fC)) N I(=1,1) — l(2—1,fl,P($))) '

2

<

(30)

Obviously, this estimate is trivially satisfied if ¢ € [—1,1]. Ift > 1 we have [(1,t) = I(1, f; p(z)) = 0,
I(-1,t) =1+t and (-1, f1 p(z)) = 2. Therefore, (30) reduces to

(t—21)2 §|t|<t;1>,
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which is true for all ¢ > 1. The case t < —1 can be shown analogously. Now, let us treat the case
p # 1/2. We will show

p(1(1,8) = 1(1, fip(@)* + (1= p)(I(~1,8) — U1, fp(x)))”

< (|t|+ﬁ) (pCLD =11, fip(@) + (1= D) (U=1,0) = 1(=1, fip(@))) . (31)

Without loss of generality we may assume p > 1/2. Then we may set f; p(x) := 1 and thus we
have I(1, fip(x)) =0 and (-1, f; p(x)) = 2. Therefore (31) reduces to

pI(LE) + (1 —p)(I(=1,1) — 2)* < (\t\+ )(pl(l,t)—|—(1—p)(l(—1,t)—2)). (32)

2p — 1

Let us first consider the case t € [—1,1]. Since we then have [(1,¢) =1 —¢ and I(—1,t) =1+t we
find

P11 + (1= p) (=15 = 2)* = p(l—t) + (1= p)(t—1)? = (1—1)
and
plLY+ 1 -p)(I(-1,t)=2) = pA-t)+(1-p)(t—1) = (2p—1)(1—1).
Therefore, (32) reduces to
(=62 < (jt+ 2]%1)(2;9 —1)(1-1).

Obviously, the latter inequality is equivalent to 1 —t < (2p — 1)|¢| + 2 which is always satisfied for
t € [-1,1] and p > 1/2. Now let us consider the case ¢ < —1. Since we then have [(1,¢) =1 —¢
and [(—1,t) = 0 we find

pP(1Lt) + (1=p)(U(=1,1) —2)° = p(1—)* +4(1 —p)

and
plLt)+ (1 —p)(I(=1,t) =2) = p(1—t)—2(1—p).

Therefore, it suffices to show

p(1—t)2+4(1—p) < (—t+ )(p(1—t)+2(p—1)).

2p—1
It is easy to check that this inequality is equivalent to

_2p2—3p—|—2 6p — 4
2p — 1 2p—1°

4—-3p <

Since 6p7411 —44+3p="52=0p

2_
5p— 51 We thus have to show

p2(6 —2t) —p(5—3t) —2t > 0.

The left hand side is minimal if p = 152__3th. Therefore, we obtain

5—3t)2(6_2t)_(5—3t)2_2t (53t T2 18t —25

2
6—2t)—p(6—3t)—2t > 2t
p0-20)-p(5-30-2 > (5=

12 — 4t T o2u—st T 24 — 8t
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and hence it suffices to show 7t? — 18t — 25 > 0. However, the latter is true for all t < —1 since
t — Tt? — 18t — 25 is decreasing on (—oco, —1]. Now, let us consider the third case t > 1. Since we
then have I(1,¢) =0 and [(—1,t) = 1 + ¢ we find

p(Lt) + (1 -p)(I(-1,t) —2)* = (1—p)(t— 1)
and
plLt) + (1 —p)(I(~1,8) —2) = (L-p)(t—1).

Therefore, it suffices to show

t—1 < t+

2p — 1

Since this is always true we have proved (32). Furthermore, for p < 3 the proof of (31) is completely
analogous and therefore (31) holds. Now, let us write g(y,z) := l(y, f(x)) — Uy, fi.p(z)), hi(x) ==
n(@)g(L, )+ (1 —n(z))g(~1,2), and hy(z) = n(z)g*(1,2) + (1 —n(x))g*(~1,2). Then (30) implies
hao(z) < || fllochi(x) for all z with n(x) = 1/2. Similarly, (31) yields ha(z) < (HfHoo+ e ) ‘) 1(z)
for all x with n(x) # 1/2. Hence for ¢t > 1 we find

Epg® = / he dPx + / he dPx + / hs APy
|2n—1] " <t t<|2n—1] "t <oo n=1
< (I1fllso + 2t) / hy dPx + / ho dPx + || f]loo / hy dPx
|2n—1] "<t t<|2n—1] " <oo n=3
< 2(f oo+ £)Epg + (Ifllo0 + 12Px (|20 - 117 2 ¢)
< 2t(|flloe + DEpg + (I flloc + D120 = 1) go0t ™

Now let ¢ be defined by t97! := (||fllc + 1)(Epg)~'. Since Epg < || f|l., + 1 we have ¢t > 1 and
hence the above estimate yields the assertion. |

With the help of Lemma 6.5 we can now show a variance bound for the L1-SVM. For brevity’s
sake we only state and prove the result for L1-SVM’s with offset. Therefore, the loss function L is
defined as in (28). Considering the proof it is immediately clear that the following variance bound
also holds for the L1-SVM without offset.

Proposition 6.6 Let P be a distribution on X X Y with Tsybakov noise exponent 0 < q < oo.
Define C := 1648||(2n—1) 1| g.00- Furthermore, let A\ > 0 and 0 < v < A\~Y/2 such that fp € vBg.
Then for all f € yBy and all b € R with |b| < Ky + 1 we have

q

E(Lo(f,0) = Lo (fpabpa))® < 4C(Ky + 1) (E(Lo (£,0) = Lo (fpabra) )
8O (K~ + 1)t aati ().

Proof: Let us define C := K~ + 1. By Lemma 5.6 we then see |l~)P7>\| < C. For fixed f + b we
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choose a minimizer f; p according to Lemma 6.5. We first observe

E(Lo (f,b)— Lo (fpa, BP,A))2

EASI2 = M fpall? +10 (f +b) — o (foa+bpa)”

2E(AFII? = M Fpal®)? + 2E(Lo (f +b) — Lo (fpa +bpa))°

2X2||F 1" + 20| fpallt + 2E (T o (f +b) — Lo (Fpa +bpa))

— 2E(lo(f+b)—lofip+lofip—Llo(for+bpa))”+222(F|* + 272 Foull®
AE(lo(f+b) —1lo fl,P)2 +4E(lo fip—1lo (Fpa+ BP,A))Q + 202 I+ 222 folt

By Lemma 6.5 and a? + b” < 2(a + b)P for all a,b> 0,0 < p <1 we find
2 z = 2
E(lo(f+b)—lofip) +E(lofip—1lo(fpr+bpy))

< oot (E(l o(f+b)—lofip) +E(lo(fpr+bpy)—1 Ofl’P))m'

IA

IN

IN

Since A?||f||* < 1 and A\?||fp||* < 1 we hence obtain

E(Lo(f,b) — LO(fP,,\,BP,A))2

< 4CCT (B(lo(f +) ~lofip) +E(lo(Tpa +bra) = 1ofip) )™ + 200"+ 207 fpa

< 4cCH (B(to(7+6) ~ 1o fip) + E(lo(frat+bra) ~ 1ofir)) Wy (X1 + A2||fp,k||4)q%
< 4CCH (E(1o(f +b) = lofip) + E(lo(Fpa+bea) = Lo fip) + Nf]* + )\2pr,,\H4)q+Ll

< 40Cin (E(o(f+8) = to(fpa+bp) + 2E(o(foa+bpa) — Lo fip) + AllfI2 + Al fp,w)#
< 4COT—3(E(Lo(f+b)—Lo(fpwrém))+2E(zo(fP,A+5P,A)_lofl,P)+2A”fP’A”2)#1

< 400 (E(Lo(fa b) — LO(J?P,A,BP,,\)))QTq1 48O aatT ().

Remark 6.7 Proposition 6.6 establishes a variance bound of the form Epg? < ¢ (Epg)® + § with
42 +2

Lo, e= (64+32((20 — 1) lgo0) BT, and 6 = (128 + 64] (2 — 1) g00) Br aat1 (A).

Recall, that by substituting a by q% the term e := e(n, a, B, ¢, 0, z) in Theorem 5.5 becomes

o =

2(g+1) 1 2 g+1
2p(a+1)  (2=p)(a+1) / @\ 3oimrtad 2-p /Q\ 3 a\ 755 or cx Bz
€ = B2atpatic 2a+pata (—) ottt | BRsTT (—) s B(—) RS \|— + (—) = (33)
n n n n n n

Of course, we can also replace ¢ and ¢ by the above estimates. However, we will see in Section 7
and Section 10 that the above form is slightly easier to control.

7 Combining noise, complexity and approximation exponent:
proof of Theorem 2.4

In this section we prove Theorem 2.4. Since our variance bounds have different forms for the
cases ¢ = 0 and g > 0 we prove the theorem for these cases separately. We begin with the case
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q = 0. However, before we begin with the proof we explain its main idea which contains a method
fundamental for all our results on rates. For simplicity we only consider the L1-SVM without offset
in the following explanation. Recall that for these classifiers it is well known that || fr x| < %
holds for all training sets 1" and all A > 0. Now, let us assume that H approximates P with

exponent 0 < 8 < 1 and that H has complexity exponent 0 < p < 2. Obviously we have B =< \L&

Furthermore, Proposition 6.3 shows ¢ ~ % and 0 = 0. With the help of Remark 6.4 we then see
that the term e(n,a, B, ¢, 0,x) in Theorem 5.5 becomes

__p _2-p 2 1 2 __2 2
e(n,a,B,c,6,x) = A\ 27X 20T 2 fad, 2 n T 2 f o) nT <o, TP e 2 (34)

if A,n — oco. Note that the latter is also a necessary condition for e(n,a, B, ¢,d,z) — 0. Now recall
that Rp(f) — Rp < 2R p(f) — 2R p holds for all measurable functions f : X — R and the hinge
loss function [ as shown in [4] and [36]. Using Theorem 5.5 we then find

2 5
RP(fT,An)_RP < 2()\||fT7)\n||2—I-Rlyp(fﬂ)\n)—Rlyp) < 2a()\n)—|—cp$)\n2+pn 2+p (35)

with probability not less than 1 — e™®. Since a(A\) < A it is easily checked that the fastest rate of
2
convergence on the right side of (35) can be achieved for A\, := n™ 2¥28+8r. In this case the right

__ 25
side of (35) converges to zero with order n~ 2+25+5». Unfortunately, this is significantly worse than
the result of Theorem 2.4! The reason for this bad rate is that we only used the trivial estimate

| frall < \% However, A|fpal?> < a(A) < AP immediately implies | fp| < A% Now let us

assume for a moment that we could prove such a bound for the empirical solutions fr x, too. The
term e(n,a, B, ¢, 0,x) in Theorem 5.5 would then become

B-1. 2 _2-p 5 B=1 o
e(n,a,B,c,6,x) = A\® PN 2P0 TEE £ a),? n T ) inT!
Bp=2
< a\ Tz o Tt
Therefore, by Theorem 5.5 we would find
B2,
RP(fT,)\n) —Rp = )\g + .’/U>\n2+p n 2tr 4+ .Q?)\Eln_l (36)

with high probability as in (35). It can be easily checked that the fastest rate of convergence on
the right side of (36) would be achieved for \,, := n” ¥ In this case the right side of (36) would
converge to zero with order n_%, i.e. essentially with the order of Theorem 2.4 in the case ¢ = 0.
Unfortunately, we are not able to prove || fr| < AT However, we will show that this bound

“almost” holds with high probability. The idea of the proof is as follows: We define A, := n_#
and begin with the trivial estimate || fr | < % Then by estimate (35) and Theorem 5.5 we find
a constant C' > 0 such that for all n > 1 and all > 1 the probability of

MllfroanlP < Aallfranll® + Rip(frn,) — Rip
2,
Anllfpa, ||2 +Ri,p(frr,) — Rip + Cxhy e T oy

N

28
< ON - CaN2'P

B B
is not smaller than 1 — e~®. For such training sets 7' we obtain ||f7,|| < CzA3™ 2 < Ca\i

In other words, with high probability we have a nontrivial bound on || f7.y, || for large sample sizes.

1
5 _

1
x 2
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The main idea of our shrinking technique which is used in all our proofs is to iterate the above step
in order to successively improve the bound on ||frx,[|. The following lemma works out a single
step for ¢ = 0 in the situation of Theorem 2.4:

Lemma 7.1 Let H be a RKHS of a continuous kernel on X with complexity exponent 0 < p < 2.
Furthermore, let P be a probability measure on X XY that is approximated by H with exponent
0 < B <1. Define \, := 7”fﬁ and assume that there are constants 0 < p < # and C > 1 such
that -

Pr* (T (X xY)": | fra,ll < Cm?) > 1-e®

for alln > 1 and all x > 1. Then there is another constant C > 1 such that for p = # and for
alln>1, x > 1 we have

=
Pr*(Te(XxY)”: Iz, || < Cadn? ) > 1-—e".

Proof: Let fT A, be a minimizer of Rz 1 on C’:c/\ BH, where L is deﬁned by (27). By our
assumption we have fT7 An = fT.), With probability not less than 1 — e~ since fr ), is unique for
every training set 7' by the strict convexity of L. We show that for some constant C' > 0 and all
n > 1, x > 1 the improved bound

~ ~ b1
[franll < CxAn? (37)

p—1
holds with probability not less than 1—e™*. Consequently, || fr.x, || < C’:w\ZT holds with probability
not less than 1 — 2e~*. Obviously, the latter implies the assertion. In order to establish (37) we
will apply Theorem 5.5 to the modified L1-SVM classifier which produces fT)\n. To this end we
first observe that by Proposition 6.3 we may choose B, ¢, § such that

p—1
B ~ $>\n2
~ A

= 0.

Furthermore, we can choose a ~ 1. By Remark 6.4 we then see that the term ¢(n,a, B, ¢, d,x) in
Theorem 5.5 becomes

(p—1)p _2—p

e(n,a,B,c,6,x) = aX,*" N\ Pn” T +:1:2)\ 7 n" T + 2\, In !
pp+26 Pp+2p+2—p+48
_ x}\ 2+p +$2)\n 4+2p +x}\;1)\g+1
ﬂ+ﬂ
=< 2P,

By Theorem 5.5 there is therefore a constant C; > 0 independent of n and z such that for all n > 1
and all x > 1 the estimate

Al fron < Mallfronl? + Rup(fra,) — Rip
P2 3 5 2,2
< Aallfeanl” +Rip(fea,) — Rip + Crz“y

holds with probablhty not less than 1 —e™*. Now recall that our con51derat10ns in Section 3 showed
—1 -1

[fPanll = An . . Since p < f this implies ||fp, || < An T < Czh, "7 for large n. In other words,
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for large n we have fp), = fp7 \,- With probability not less than 1 — e~ this gives

pt+B

Mllfronl? < Mallfeanll? + Rop(fpa,) — Rip + CraA,
_ - p+8
CQ)\Q + Cle)\nQ

5 g A28
< O3z

IN

for some constants Cy, Cs > 0 independent of n and z. From this we easily obtain that (37) holds
for all n > 1 with probability not less than 1 — e™7. |

Proof of Theorem 2.4 for distributions with Tsybakov exponent q = 0: We define pg :=
0 and p;41 := #. Iteratively applying Lemma 7.2 gives a sequence of constants C; > 0 with

pi—1
pr* (T (X xY)" ¢ | fra,ll < Ciwn? ) > 1@

for all m > 1 and all x > 1. Since an easy induction shows p; = (1—27")3 we hence find a constant
C > 0 such that

(1—c)8—1

Pr* (T (X xY)": | fra,ll < Cadn 2 ) > 1-e®

for all n > 1 and all x > 1. We write p := (1 —¢)5. As in the proof of Lemma 7.1 we denote a
p—1

minimizer of Ry 7 on Cz\,? By by fT)\n. We have just seen that frﬂ An = f7,x, With probability
not less than 1 — e™*. Therefore, we only have to apply Theorem 5.5 to the modified optimization
problem which defines fr,. As in the proof of Lemma 7.1 we see

2 _ptB
e(n,a,B,c,6,x) <X xn 26+2,

Applying Theorem 5.5 we then obtain that with probability not less than 1 — e™* we have

Rp(fra,) —Rp < 2| fronI* + 2R, p(fra,) — Rip
< 2Xllfeanl? + 2R p(FPr,) — Rip
N 5
< a(\y) + Clach*% , (38)

where C; > 0 is a constant independent of n and z. Furthermore, we have already seen in the proof
of Lemma 7.1 that A, || fpa, I + Rip(fra,) — Rip < a(M,) holds for large n. Now, from (38) we
easily deduce the assertion using the definition of p. |

In the rest of this section we will prove Theorem 2.4 for distributions having a Tsybakov noise
exponent ¢ > 0. Since for such distributions our variance bound Proposition 6.6 significantly differs
from Proposition 6.3 which has been used for ¢ = 0 we first have to establish a new shrinking lemma:

Lemma 7.2 Let H be a RKHS of a continuous kernel on X with complexity exponent 0 < p < 2,

and let P be a distribution with Tsybakov noise exponent 0 < g < oco. Furthermore, assume that H
_ 4(g+1)
approrimates P with exponent 0 < B < 1. Define A, := n QateatDHO+8) and assume that there are

constants 0 < p < B and C' > 1 such that

p—1
Pr* (T € (X X Y)": ||fra, || < Cadn? ) > 1-—e®
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for alln > 1 and all x > 1. Then there is another constant C > 1 such that for p = # and for
alln>1, x > 1 we have

=
Pr* (T € (X xY)": ||fra, || < Carn? ) > 1-—e®.
The same result holds for L1-SVM’s with offset.
Proof: For brevity’s sake we only prove this Lemma for L1-SVM’s with offset. The proof for
L1-SVM’s without offset is almost identical. Therefore, let L be deﬁned by (28). Analogously to

the proof of Lemma 7.1 we denote a minimizer of Rz r(.,.) on Cz\, e (BH x [-K —1,K +1])

by ( fT, A IA)T7 A, )- By our assumption Lemma 5.6 shows \bT | < C:):)\n (K + 1) with probability
not less than 1 — e™% for all possible values of the offset. Therefore, for such training sets we have
fT Ay = fT A, since the RKHS component fT A, of L1I-SVM solutions is unique for every training
set T by the strict convexity of L in f. Furthermore, by the above considerations we may define
by An = bT A, for such training sets. As in the proof of Lemma 7.1 it now suffices to show the
existence of a constant C' > 0 which satisfies

A JOR -
[franll < CxAn? (39)

with probability not less than 1 —e™*. To this end we first observe by Proposition 6.6 that we may
choose B, c and § such that

p—1
B ~ xA\,?

q+2 P_*l.i
¢ ~ gari),?

q+2 EL+L
§ ~ qati) 2 g+l q+1

p—1 2(g+1) (p— 1),2q+pq+4+2;p,ﬂ 1 p—1 2
4 — 4 — =
e(n,a,B,c,0,x) =< xA,? n 2atpatd —I—x)\ R R W A
p—1 gt2 (p=1) (p=1)
501D _atl w__)
2)\ q+1 2(q+1 2—|—.’E )\ 2 T a 2_'_:62)\”2 n 1
2(q+1) (p 1) 2q+pq+4+ p. Bq 1
= xQ)\nQ " 2¢+pg+4 —|—562)\ Aa+1) atl =3
p*l 1+,@ (p 1) .2g+pgtd | 2-p Bq  (2¢+pgtd)(1+5)
~ 2)\ )\ 2)\ 4(q+1) 4 q+1)\ 8(q+1)
(ﬂ+6)(2q+pq+4)+2ﬁq(2 p)
~ A 4 2P, Sty

Now observe that 3> p > 0 and p < 2 imply

p+8 _ (p+08)(24+pg+4) +264(2—p)
2 8(¢+1) ’

Therefore we obtain 42

e(n,a,B,c,d,x) =< xQ)\

The rest of the proof is analogous to the proof of Lemma 7.1 |

Proof of Theorem 2.4 for distributions with Tsybakov exponent q > 0: By using Lemma
7.2 the proof in the case ¢ > 0 is completely analogous to the case ¢ = 0. |
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8 The approximation error function for Gaussian kernels

We now consider the approximation error function for the RKHS H, on the closed unit ball X ¢ R¢
defined by the Gaussian kernel

ko(z,2) = e_”2|x_i|2,

where we denote the Euclidian norm on R? by |- |. In the following it will be useful to consider
the integral operators and their associated RKHS’s on more general sets than X. Let Q C R? be
measurable and let Kq , denote the integral operator with kernel k, on L2(2) and when necessary
denote the corresponding RKHS, discussed in Section 3, by H,(£2). If we denote iq : La(2) —
Ly(R%) the extension of a function on Q by zero to the rest of R and by rq : La(R%) — Lo(Q) the
restriction of a function on R? to the set 2, then |lig|| = 1 and ||rg|| < 1 and

Koo, = TQKRd’U’L-Q. (40)

It will also be useful to consider the normalized Gaussian kernel

I%U(x’x’) = Udﬂ_%ka(%x,) = Jdﬂ_%e_UQ\:v—;ﬁIQa

and call them normalized since integration with respect to = or # over R? produces unity. We also
consider the corresponding Gauss- Weierstrass integral operator Kga , and the normalized operators

IA(Qﬂ—. In particular (40) also holds for the normalized operators.
We need a preparatory lemma.

Lemma 8.1 For g € Ly(Q) we have Ko ,g € Hy () and

d
2

. 4
1 Ko,o9llm, @) < o2m 119l 1y 0)-

Proof: Since

L1
and K3 g € L2(£2) we observe from the discussion on RKHS in Section 3 the first assertion is
proved. Using the shorthand notation || - ||s for || - ||z, (), we also obtain

N d _d 1 1
Kooglle = o2m 4||K570K§22709Ha
d _d, 1
= o271 1||KQ 9l

d _d 1L
o2 1| KG9l L) -

IN

The continuous functional calculus theorem for self adjoint operators (see e.g. [23]) implies that

1 . .
K5l = ”KQU”% Therefore to finish the proof we only need to show that Kq , is a contraction
on Ly(£2). To that end, recall that Young’s inequality [24] states that for convolutions

1f * gl Lo@ay < Nf ||z, meyllgll o ey

. . . 2 . . —d 52112
and since the Gauss-Weierstrass integral operator Kga ,, is a convolution and [ oln=ze o Wl dy =1

it follows that KRd’U is a contraction. From (40) we have Kq, = TQKRd,UiQ and since |lig|| =1
and ||rq|| < 1 it follows that |[Kqq|| < 1. [ |
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When the distribution has a nontrivial geometric noise exponent, we can now esablish upper
bounds on the approximation error function for Gaussian RKHS in terms of the parameter o.

Proof of Theorem 2.1/4: We utilize the righthand side of (16), i.e
a(\) S AFIIZ +Rep(f) = Rup, f€ Ho(X) (41)

to bound the approximation error function through a judicious choice of function f € H,(X). Let
n(x) = P(y = 1]x) be any regular conditional distribution for P and let fp be any Bayes function
with values in [—1,1] such that fp =1 on X; and fp = —1 on X_;. We will choose a function f
by smoothing the extension f}: of fp to X :=3X. To do so first consider the extension of 7 to be
constant in the outward radial direction

[,
”<"’”)‘{n<%>, ol > 1 )

and define X_; := {z € X :7j(z) < 33 X, ={ze X i) > }. The following lemma in which
B(z,7) denotes the open ball of radius 7 about z in R? shows that this extension cooperates well
with 7.

Lemma 8.2 For x € X,, we have B(x,7,) C X1 and for x € X_1, we have B(x,7,) C X_1.

Proof: Let x € Xy and 2/ € B(z,7;). If 2/ € X we have |z — 2’| < 7, which implies n(z) > 3
by the definition of 7,. This shows 2’ € X;. Now let us assume |2/| > 1. Since |(z,2')| < |2’ and
Pythagoras theorem we then obtain

2 2 2 2

x 2 (mah)d 2 a,a!)a! N R (x,2)a’ (x, 2y’ .
[ [o]  Ja]? || - || |2'[?
= |2/ — .
Therefore, we have Mi—:‘ — x‘ < 7, which implies 7j(2’) = n(‘g—:‘) > % |

Let fp be a measurable function with values in [—1,1] which coincides with fp on X such that
fp =1on X; and fp — —1 on X_;. Consider the function f = 'rXK fp We first need to show

that f € H,(X). In addition we will bound the first term A||f||? in the rlghthand side of inequality
(41). According to Aronszajn [1] we have rx H,(X) C Hy(X) and

Irx Flla oo < 1l o

for all f € H,(X). Consequently to show that f = TXKX Uf}a € H,(X) it suffices to show that
IA{X Uf}: € H,(X). We apply Lemma 8.1 with 2 = X to obtain

, d .
|fPHL2(X) < UE?T_ZUOZ(X)

1 llet, ) = Irx K gy fella, ) < 1Kx o fPlg, gy < o2n

[N
3|

e

0(d), (43)

Nl

where 6(d) = 27

ar is the volume of X.

[y

)
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We now proceed to bound the term R; p( f) — Ry.p in the righthand side of inequality (41). For
any function which satisfies —1 < f <1, Zhang [36] shows that

Rip(f) —Rip=Epg (20 —1{[f = fr]).

Since —1 < f}: < 1 it follows that —1 < ¢ % f}: < 1. It is well known for the Gauss-Weierstrass heat
operator KRdJ that consequently
—1 < Kga iy fp < 1.

Since K Xo=T XKRd7Ui  follows from (40) and Py has support in X we obtain

Rip(f) = Rip = Rip(Kgayix fr) — Rip =Ep (120 — 1| Kga iy fr — fp|). (44)

Now for z € X we have
f@) = [ Ralwd)fo@yis = [ holodlig o)
X R
- / o, )i fol#) + 1)t~ 1
R

v

/ ko (2, 8) (i ¢ fp(2) + 1)dF — 1. (45)
B(z,mz)
When = € X1, Lemma 8.2 showed that B(z,7,) C X; so that (45) implies
fo 22 aledidi-1 = 2P (ul <) -1 = 1-2P, (ful 2 ),
B(z,mz)

where v, = Ud(w)_%e*‘#'“wdu is a spherical Gaussian in R%. According to the tail bound inequality
[17, inequality 3.5, p. 59] for spherical Gaussians we have
P, (Jul 2 7) < 4em /M,
Consequently, for x € X; we obtain
> f(:c) > 1—87° ri/Ad,

For x € X_; we analogously obtain that

1 < f(z) € —1+8e7 o /M
so that on X7 U X_; we have

|[Kia gy fp — fp| < 8= /4,
Consequently from inequality (44) and letting ¢ = 3—% in the geometric noise assumption we obtain

Rip(f) = Rip < 8Euupy(|20(z) — e @ /) < 8C(4d) ¥ oo, (46)

where o and C' are the constants corresponding the geometric noise assumption. To finish the
proof of Theorem 2.14, we apply the inequalities (46) and (43) to inequality (41) with the choice

f—TXKXUfP ]

35



8.1 Sufficient conditions for the geometric noise condition

In this section we provide a relationship between the geometric noise exponent and the Tsybakov
noise and Holder about % exponents.

Proof of Theorem 2.13: When v = 0 the theorem is trivially true so we assume v > 0. In the
following, all Lebesgue and Lorentz spaces (see e.g. [5]) are with respect to the measure Px. First
let us consider the case ¢ > 1 where we can apply the Holder inequality for Lorentz spaces ([20])

1gllr < 1 llg.00llgllgrs

where ¢ is defined by % + % =1, to obtain that

2 2 _ 77'7323
Eonpy (120(2) = 1e™™ /") = Ep_(12n(x) = 1e™™/") < (|20 = 1) lgeoll2n = 1% [lga-
The Holder about % assumption implies that

2
l20()=11) 7 -1

2 _
21() ~1Pe < fonta) — 1o (5
2
for all z € X. Let a = |2n — 1|7! and b = t(c,)” so that

2n —1]%e™ 7 < g(a)

_2

where g(a) = a e~ 5. Since the range of a is constrained to a > 1 one can show for v > 0 and
0<b< % that g is strictly increasing and invertible on @ > 1. Extend g to a strictly increasing

-2

and invertible function on R* and denote this extension also by g. Then for this extension we have
Px(g(a) > g(7)) = Px(a > 7) which amounts to

~

Px(g(a) > 7) = Px(a>g7'(7))
For a function f we utilize the non-increasing rearrangement
ff(u) = inf{o: Px(f > o) < u},

of f which can be used to compute Lorentz norms (see e.g. [5]). The identity (g o a)* = goa*
follows immediately:

(goa)'(u) = inf{o: Px(g(a)>0o) <u}

inf {0 : Px(a > g (o)) < u}

glinf {5 (0) : Px(a > g1 (0)) < u})
— gla*(w)

= goa*(u).

. 1
Now, inequality (5) implies Px (a < (%) '1) < wu for all uw > 0. Therefore, we find

a*(u) = inf{o: Px(a>0)<u} < inf{o: Px(a>0)<u} < (%)_E
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for all w > 0. Since (goa)* = goa* and g is increasing we hence have

oy < (%))

for all 0 < u < 1. Now, for fixed & > 0 the bound e™* < x_dﬂ for all z > 0, implies

In? (z)

and so

(goa)*(u) 2b° T

If we define & := ’yq;r—l then it follows that % + 2(1 — &) = 0. Consequently,

q v
_T r 1 * du & i 1 du
I2n =17 < lo@laa = [ulgoar @y = o [——
; 5 I ((F)wb™h) +1
< b@/i1 du
a In?u+41 u
0

by a change of variables. Since
/OO 1 du
Sy <0
o Im“u+1u
Epy (12n(a) — 1)/ < 07 (47)

for t < —2— . In addition, since Ep, (|2n(x) — 1|e=7/t) < 1 for all positive ¢ estimate (47) holds
3y(ey)

for all t > 0. Since 73 = % with a = 'y%, the Definition 2.10 of the geometric noise exponent

implies the assertion for ¢ > 1.

we obtain that

Now consider the case 0 < ¢ < 1 where the Hoélder inequality in Lorentz space does not apply.
Then

Epy (|2n(z) — 1e™™=/")
= Eﬁx(|2n(ac) — 1|e*T§/t)
= Ep, (L2p@)-11<-2n(2) — e /%) 4 Ep. (Liag(e) 11+ 120(x) — 1e~73/)
< Or9tt 4+ Eﬁx(1|2n(x)fl|>7'|277(x) _ 1|677§/t).

Since 7 is Holder about % (inequality (13)) we obtain

2
Epy (|2n(x) — 1]e7#/1) < 070+ 4 7! (48)
for all t,7 > 0. We define 7 by
2
bl &)
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For a := (C’Y)% (¢ + 1) and small ¢ this definition implies

2

r< (D))

Since

(dg) v(q2+1) (t In %) v(q;rl) < taTd
q+1

for all & < %=, inequality (48) and the Definition 2.10 of the geometric noise exponent implies
the assertion for 0 < ¢ < 1. |

9 Lorentz norms on the log covering numbers for Gaussian kernels

In this section we consider the map Iy, : H, — L2(Tx) defined in (19) for the Gaussian RKHS
H, defined by the Gaussian kernel

ko(x,2) = e~ le—l,

In particular we provide bounds on the covering numbers of Iy needed in Section 5. Along the way
we bound the covering numbers of the map Jg, defined in (18). We use the shorthand notation I,

for Iy, and J, for Jy,. Since the bounds will be of the form log V() < Cs_% for some p and C,
and such an inequality implies that log A/(.) lies in the Lorentz space L, « (see e.g. [5]) with norm
not greater than C' we refer to such bounds as bounds on the Lorentz norms of the log covering
numbers. We begin by first considering the factor J, : H, — C(X) of I,.

Theorem 9.1 Consider the embedding J, : H, — C(X) and let 0 < p < 2. There is a constant
cp.d > 0 depending only on p and d such that for all e >0

log N (Jy,€) < ¢pgot e,

Proof: Since H, = H,(X) consists of analytic functions, H, is isometrically isomorphic with
H(,()o( ) where X € X ¢ R?is the open unit ball ([1]). Consequently in the following we do not
concern ourselves with the distinction between H,(X) and HU()O( ). Let K, : Lg()o( ) — Lg()o( )
denote the integral operator with kernel k, on the open unit ball X. Let | - || denote the norm in

o

Ls(X). According to Cucker and Smale [12, Thm. 3, p. 27] we obtain

1 _1 1
inf —h|l < =K, 2|2 = = || fI?
IIK;1h||§R”f = R” fli R”f”Ha

for all f € H, where |[K;'h| = co if h # K,g for some g € Lg()o().

Suppose now that H C Ly(X) is a dense Hilbert space with ||| < ||h||%, and that K, : Lg()o() —

H C Lo(X) with || Ky : Lo(X) — H|| < ¢ It follows that

. . 1
mf (MRl it NF -kl < B,

lhllx<conR |Ks'hlI<R
so that o
inf ||f — Al < ZZ 7%
SnEIF = Bl < Sl
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By a result of Smale and Zhou [27, Thm. 3.1] it follows that f is in the real interpolation space
(Lg()o( ), H)1 . (see [6] for the definition of interpolation spaces) and
27

1111 00 < 2vComl fl o,
Therefore we obtain a continuous embedding

Jl . Ho- — (LQ(A;(),H)

,O0

SIS

o

with [|J1|| < 2,/¢5x. If in addition a subset inclusion (Lg()of ), H) C C(X) exists which extends

to a continuous embedding

1
2:0

Jo i (La(X), H)1 o, — C(X)

then we have a factorization J, = J>J; and can conclude

log N'(J,. €) < log N (. (49)

€
2, /CU,H ) '
Consequently to bound log N'(J,, €) we need to select an H, compute ¢y 3, and bound log N'(J2, €)
for the embedding J5 : (Lg()o(),H) w — C(X). To that end let H be the Sobolev space H =

Wm()o() with norm

1
PRI

115 = > 1D fIP

laj<m

where o] = Y% oy, D = []4, 0%, and 9% denotes the a;-th partial derivative in the i-th

=17 >

coordinate of R%. By the Cauchy-Schwartz inequality

ID°Kaf P = [, | [ Dokat 07610 do
X
< /</|ij xac|dac/f2 dx
< Hf\\?/ / | D2k (2, 8)*did, (50)

where the notation DY indicates that the differentiation takes place in the z variable. To address
the term D%k, (z, %) we note that

DY (1) = (—1)llel 2 ()

where the multivariate Hermite functions h,(z) = Hle ha,(z;) are products of the univariate.
Since [p hi(z)dz = 2"kl\/T (see e.g. [11]) we obtain

/ D2 (e 2 — / 2 (7)dz < / B2 (2)dz = 2°latr (51)
Rd Rd Rd
where we denote a! := H?Zl «;!. Applying the translation invariance of k, we obtain

[ DSt o) = [ 1D2ko(0.)Pdi = [ |Dse ) as.
R4 R4 R4
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By a change of variables we can apply inequality (51) to the integral on the righthand side
/ ’Dg(€—0'2|4{7‘2)’2dxf — 0_2|Oé—d/ ‘Dg(€—|;ﬁ|2)’2dxf S 0_2‘a|—d2|a‘a!ﬂ_%
Rd Rd

Now, using the trivial estimate

//\nga(x,aé)IQdaﬁde// |Dky(z, &) |*dddx
X JX X JR4

/ / \D%%k, (2, 4)|2didr < 0(d)o?l=dolelg)rs
X JX

we obtain

W

where 6(d) = dQF”—é) is the volume of X. Since } <, 0! < d™m!? and |K,f|?, =

> lal<m | DYK, f||? we therefore obtain from (50) that

()
for o > 1. Therefore we can set ¢, 1 = (dlzzd%))%@d)%m!gam_%.
Now let us consider Js : (Lg()o(), Wm()o())%oo — C(X). According to Triebel [31, p. 267] we have
(Lo(X), W™ (X)) o, = By (X)
isomorphically and
log N (B2 (X) = C(X),€) < o ge (52)

for m > d follows from a similar result of Birman and Solomyak’s ([7], cf. also [31]) for Slobodeckij
(fractional Sobolev) spaces, where the constant ¢, ¢ depends only on m and d. Consequently we
obtain from inequalities (49) and (52) that

€ ~m
1 J, <
PN o) = ’“d(w—H)
d _2d
= cmd(dcop)me m
( 3274 )%( PN GPRF
= m,d 2mlamqg 2m e m
dr'(4)
2
= 6m,dad_g_m€_iz_d
for all m > d. Setting m = %d finishes the proof of Theorem 9.1. |

Proof of Theorem 2.15: Since I, factors through J, and the evaluation map C(X) — Lo(Tx)
and the latter has norm not greater than 1, Theorem 9.1 and the product rule for covering numbers
imply that
sup log N (I5,e) < cqd o=1)dg—a (53)
Tezn
for all 0 < g < 2. To complete the proof of Theorem 2.15 we derive another bound on the covering
numbers and interpolate the two. To that end observe that I, : H, — Lo(Tx) factors through
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C(X) with both factors having norm not greater than 1. Hence Proposition 17.3.7 in [21] implies
that I, is absolutely 2-summing with 2-summing norm not greater than 1. By Ko6nig’s theorem
([22, Lem. 2.7.2]) we obtain for approximation numbers (ax(I5)) of I, that Y-, ai(I,) <1 for all

o > 0. Since the approximation numbers are decreasing it follows that supy, k:%ak(la) < 1. Using
Carl’s inequality between approximation and entropy numbers (see Theorem 3.1.1 in [10]) we thus
find a constant ¢ > 0 such that

sup log N (I,e) < ée 2 (54)
Tezn

for all e > 0 and all & > 0. We now interpolate the bound (54) with the bound (53). Since
I, : Hy — La(Tx)|| <1 we need only consider 0 <e < 1. Let 0 < g <p<2and 0 <a <1. Then
for 0 < e < a we have

log N (I,,e) < cq,da(l_%)defq < cq7da(1_%)dap*q5*p,

and for a < e <1 we find
log N (Iy,e) < ée 2 < éal™ 2P,

. _4-a g4 .
Since o > 1 we can set a := o~ 3-4¢ "~ and obtain

8—2q .

log N (I,,e) < 6q,da(17%)'8*4q dz-:*p,

40
1+25 when

o< SE—Il)lp and ¢ just smaller than p otherwise. [ |

where ¢, 4 is a constant depending only on ¢,d. The proof is finished by choosing ¢ =

Let us finally treat Remark 2.7. We have seen in the above proof that we always have

[(ar(Im))ll2 < 1.

By Carl’s inequality we hence find

/Oo V9og N (I, e)de < oo.
0

Therefore, by the proofs of Lemma 5.7 and Proposition 5.4 we obtain

Rad(G,n,e) < ¢,B i ,
n
where G is the function class considered in Theorem 5.5. The proof of Theorem 5.5 then shows that
the concentration inequality of Theorem 5.5 holds for p = 2. Finally, in order to prove Remark 2.7

we have repeat the proofs of Section 7 for ¢ = 0 and p = 2.

10 L1-SVM’s with Gaussian kernels: proof of Theorem 2.16

In this section be prove Theorem 2.16. To this end let us suppose that for all 0 < p < 2 we can
determine constants ¢,y > 0 such that
sup log N (B, e, Lo(Tx)) < col%™P (55)
Tezn
holds for all € > 0, o > 1. Recall, that by Theorem 2.15 we can choose 7 := (1 — £)(1 + 0) for all
0 >0.
As in the previous proofs the approximation properties of H with respect to P play an important
role for downsizing the norm of the empirical L1-SVM solutions. This downsizing is again achieved
by our shrinking technique.
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Lemma 10.1 Let X be the closed unit ball of the Fuclidian space R%, and P be a distribution
on X XY with Tsybakov noise exponent 0 < q < oo and geometric noise exponent 0 < o < 00.
Furthermore, let us assume that we can bound the covering numbers by (55) for some 0 < v < 2
and 0 < p < 2. Given an0§g<% we define

4(a+1)(qg+1) 1

Ap = n CatDRatpatd)Fay(eFD) T—¢

and

1
Op = A TV

Assume that for the L1-SVM without offset using the Gaussian RBF kernel with width o, there are
constants 2(a—1+1) +4c<p< % and C > 1 such that
Pr* (T € (X xY): | fra, |l < ch,;P) > 1@

for all m > 1 and all x > 1. Then there is another constant C > 1 such that for p :=

%(2(&—1“)—1—4g+p) and for alln > 1, x > 1 we have

Pr* (T (X xY)" ¢ | fra, |l < éxA;ﬁ) > 1-e".
If ¢ > 0 then the same result is true for L1-SVM’s with offset.

Proof: For brevity’s sake we only prove the lemma for L1-SVM’s without offset. Using the idea of
the proof of Lemma 7.2 the proof of this lemma for L1-SVM’s with offset is analogous. Therefore,
let L be defined by (27). Furthermore, let fT7 A, be a minimizer of Ry p on Ca\,”By. As in the
proof of Lemma 7.1 it suffices to show the existence of a constant C' > 0 which satisfies

1fraall < Cary? (56)

xT

with probability not less than 1 — e™7.

: : . 2(g+1)
Let us first treat the case ¢ > 0. For brevity’s sake we write 3 = B ) O pa ) TG - By

Proposition 6.6 and assumption (55) we observe that we may choose B, a and ¢ such that

B ~x\,*

J—
a ~ )\'n, a+1

g2 —p. 1+2
¢~ patl), .

[e3

Furthermore, Theorem 2.14 shows a,, (An) < As™' and thus by Proposition 6.6 we may choose

g2 ag—p(g+2)(atl)
5 ~ patl )\TL (a+1)(g+1)

In order to apply Theorem 5.5 our first aim is to simplify the expression for £(n, a, B, ¢, d, x) given in

Remark 6.7. Since the arising terms are quite complex we begin with some preliminary estimates.
. 2p(g+1)  (2—p)(g+1) 2(g+1)
In order to estimate the first term B2a+pa+1c 2a+pa+a (%) 2¢tpatd we observe

2p(g+1) (2—p)(g+1) 2(q+1) —p— 2v(q+1) _ p(a+1)(2¢+pg+4)+2v(q+1)
B2atpa¥d ¢ 20tpatt g2a+patd ~ )\, (atD)Qatpatd) TAn (a+1)(2atra+a) . (57)
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— 2atD)@atpetd) tdy(atD) ()
The definition of A\, gives n = A, Hatlerh

and therefore, we have

2(q+1) _ plat1)(2g+pg+4)+2~(qg+1) 2(q+1)

2p(g+1) (2-p)(e+)) /@ 1 _
B2¢tpqtd ¢ 2q+pgta (_) 2a+pat ~ T\ (a+1)(2a+pq+4) n~ 3qtpata
n

_ p(at1)(2q+pg+4)+2v(q+1) g+l 1-—¢
_ (a+1)(2¢+pg+4) 2q+pg+4 (at1)B
= T\ An,

—2p(atD)Q@aqtpatd) tdr(gtl)  (2atD)Qatpgtd)tdriatl) ()
_ 2(a+1)(29+pg+4) 2(a+1)(2g+pq+4)
= T\ An

2a+1-2p(a+l) —c (2a+41)(29+pg+4)+4v(q+1)
= A 2(a+1) 2(a+1)(2g+pg+4)
= n

_a _2p(at+D)—1 (2041 (29+pg+4)+4v(q+1)
_ gAnTT 2D c 2(a+1)(2aFpa+a) ) (58)

- 1
Furthermore, parts of the second term BYs* T (%) 2 of Remark 6.7 can be estimated by

2 p 1 _pp 2-p . ag—p(gt2)(atl) v
B§5Ta§ j x}\n 2 )\TL4 (a+1)(g+1) )\n 2(a+1)
20q—2p(g+2)(at1)—apg+pp(g+2)(at+l)—2pp(atl)(g+l) _  ~
~ :CATL 4(a+1)(g+1) )\n 2(a+1)
20q—2p(g+2)(atl)—apg—pgp(atl) _  ~
~  TAn 4(a+1)(q+1) An 2(a+1)
ag(2—p)—p(atl)(2g+pg+4) _ v
~  TAn 4(a+1)(q+1) An 2(a+1) .
Using the definition of A\, we hence obtain
b 2 /Q % aq(2—p)—p(a+1)(2q+pg+4) _ _ ~ 1
B5sHE (_) < zA, D@D PECEDPES
n
ag(2—p)—p(a+1)(29+pg+4) _ _ 2v(q+1) 1-¢
= A\, 4(a+1)(g+1) An 4(a+1)(q+1) )\é(a-&-l)ﬁ
2ag9(2—p)—2p(a+1)(2g+pg+4) _ _ 4v(g+1) (2a+41)(29+pg+4)+4v(q+1) (1—)
_ A 8(a+1)(g+1) Y 8(a+1)(q+1))\ 8(a+1)(¢+1)
= TAn n n
2aq(2—p)—2p(a+1)(2¢+pg+4) (2a+1)(2¢+pg+4) _ _ (2a+1)(2¢+pg+4)+4v(q+1)
— 2\ 8la+1D)(g+1) )\, Se+D@+D © 8(a+1)(g+1)
= TAp n
4og—2apg—4apg—2appg—8ap—4pqg—2ppg—8p 4aq+2apq+8&+2q+pq+47§_(2&+1)(2q+pq+4)+4v(q+1)
B 8(a+1)(g+1) 8(a+1)(g+1) 8(a+1)(q+1)
= T\, An
8aq—4apg—2appq—8ap—apq—2ppq—8p+8at2qtpgts (20+1)(2q+pg+4)+4v(g+1)
_ A 8(a+1)(q+1) 8(a+1)(q+1)
= X n
8a(g+1)—2p(a+1)(2q+pg+4)+2g+pg+4 _ _ (2a+1)(2g+pg+4)+4v(g+1)
— 2\ 8(a+1)(a+1) s 8(a+1)(g+1)
- n

_a _ 2p(at1)—1 2g4pg44 . (2a+1)(29+pg+4)+4v(q+1)
_ x}\ngl 2(a+1) 4(q+1) 8(a+1)(q+1) ) (59)

Let us compare the first and the second term of the expression for e(n, a, B, ¢, d, z) given in Remark
6.7: since 2 +pg+4 < 4(g+ 1) and 2p(a + 1) — 1 > 0 we have 22l 20peid o Zplotl)-]

2(a+1) 4(¢+1) —  2(a+1)
(2041)(2¢+pg+4)+4v(g+1) - (2a+1)(29+pg+4)+4v(g+1) ;
and S(at1)(grD) < 5o+ T) RaTrgtd) . This shows
o _ 2p(at+1)—1 2q+pg+4 —c (2a+1)(2q+pg+4)+4~(q+1) a _ 2p(at1)—1 —c (2a+1)(29+pg+4)+4~(q+1)
)\ a+1 2(a+1) 4(g+1) 8(a+1)(g+1) < )\ a+1 2(a+1) 2(a+1)(2q+pg+4) (60)
n > An s

2— 1 2p(g+l)  (2—-p)(g+1) 2(g+1)
and therefore (58) and (59) implies B26 1 (£)2 < Batpatic Zatpatt (L) 2atpatd je. the first term

2
dominates the second term. Let us now treat the third term B(%) 2+7 in Remark 6.7. Since

2 .2 _plat1)(24p)+2y
Bazr ~ x)\;ﬂ)\n a+l 2+p | $>\n (a+1)(2+p)
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we find

a QL _ plat)(2+p)+2y 9
B(—) L ga, @O ag

_ plat1)(24p)+2y
_ x)\n (a+1)(2+p) )\(a+1 p)ﬂ

— x)\n 2(a+1)(2+p)(q+1) " 2(a+1)(2+p)(q+1)

(1—9)(20+1)(29+pg+4) —4sy(g+1) —2p(a+1)(24+p) (g+1)
= A 2(a+1)(2+p)(¢+1)
- n

— 200t DCHp)atDtdy(etl) (1) Lot D@atpatd)Hdy(gtl)
A

Since ¢ < £ we have (1—¢)(2g+4)—8¢(g+1) > 0 and hence (1—¢)(2a+1)(2¢+pg+4)—4sy(g+1) > 0.
Therefore, we obtain

_ p(a+1)(2+p)+2y 9 (1—=¢)(2a+1)(2g+pg+4) —4sy(g+1)—2p(a+1)(2+p) (g+1)
)\n (a+1)(2+p) n_ 4 = )\n 2(a+1)(2+p)(g+1)
(1—¢)(2a+1)(2g+pg+4) —4sv(q+1) —2p(a+1)(29+pg+4)
< A 2(a+1)(2g+pg+4)
= n
_a _2p(atl)—1  _ (2a+1)(29+pg+4)+4v(q+1)
— ot 20D © 2(a+1)(2¢+pg+4)
- n
. . 2p(g+1) (2—p)(q+1) 2(q+1) .
Using (58) and p < 2 this shows B(;)Qﬂ’ < B2wtpatic Zotpett (L)205pa1 e, the first term
dominates the third term. Furthermore, for the fourth term %’” we obtain
aq p(q+2)(a+1) 20g—2p(q+2)(atl)—apg—pgp(a+l)
/CC _< 562)\ 2(a+1)(g+1) j x2)\n 4(a+1)(g+1) )\n 2(a+1)
aq(2—p)—p(a+1)(2¢+pg+4) _ v
~ CC2)\n 4(a+1)(g+1) A 2(a+1)

by a crude estimate. As in (59) and (60) we hence see that the fourth term is dominated by the first
. . . . 2p(g+1)  (2=p)(g+1) 2(g+1)
term combined with an additional factor x, i.e. /2% < xB24tpatic 2q+patd (%) 2¢tpat+4 . Moreover,

+
parts of the fifth term (Cnx) 7+2 become

g+1 plat1)(2q+pg+4)+27(q+1)

Ccat2 ~u x)\;ﬂ = x)\; (a+1)(29+pg+4) ’
atl 2p(g+1)  (2—p)(g+1) 2(g+1)

i q+1 2(g+1) :
which shows (££)at2 < gB2tritic 2otpatt (L)2052at1 by (57), (58), and o7 > Tgipaid Fmally,
the sixth term % is obviously dominated by the third term in the sense of B‘” = Bx( )2+P and

2p(g+1)  (2—p)(g+1) 2(g+1)

thus % = xB?2atpatic 2a+pat+d (%) 2¢tpet4 . Putting the above considerations together Remark 6.7

gives us
o _ 2p(atl)—1  _ (2041)(29+pg+4)+4v(g+1)

o .
e(n,a,B,c,0,x) < x? ;" 2t 3(a+1)(2¢+pa+4)

By Theorem 5.5 there is therefore a constant C’l > 0 independent of n and x such that for alln > 1
and all £ > 1 the estimate

Al fronll? < Aallfronl? + Rup(fra,) — Rup
a _ 2p(at1)—1 _ _ (2a+1)(2¢+pg+4)+4v(g+1)

“ ~ ~ —= S
< )‘anP,)\n H2 + Rl,P(fP,)\n) - RI,P + Clx2)\g+l 2(a+1) 2(a+1)(29+pq+4)

A

holds with probability not less than 1 —e™®. Now, it is easy to see that A||fp[? < aq, (An) < A5T!

1
yields [|fpn, [l =< A 2**Y. Since p > this implies ||fp, || < A" < Ca\,” for large n.

2(a+1)
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In other words, for large n we have fp,, = fp, as in the previous proofs. Consequently, with
probability not less than 1 — e™ we have
) ) ) L_Qﬂ(a-&-l)—l_g,(2&+1)(2q+pq+4)+4v(q+1)
o =, 1 2(a+1) 2(a+1)(29+pg+4)
Al ™ < Aallfeaall” + Rip(fea,) — Rip + CrizAn : e
. _a . _a _2p(atl)—1 4
< C2)\ﬁ+l +Cl$2)\g+1 2(a+1)

S

and hence

2p(a+1)—1 1

" ~ - 2 ~ -1 ___£_9¢ ~ R
[ fra, |l < CaazAnth HOTD 20 = Gy, TOTD 2T = Cag P

Let us now prove the assertion for ¢ = 0. By Proposition 6.3 and assumption (55) we observe that
we may choose B, a and c such that

B ~ z)\)*
.
a ~ )\n a+1
c ~ At
In order to apply Theorem 5.5 our first aim is to simplify the expression for e(n,a, B, ¢, d, z) given

_ (2a+1)(2¢+pg+4)+4v(g+1) (1—
in Remark 6.4. Using n = A, (ot D)(g+D)

the first term can be bounded by
2 9— 2 2 2o—2app—2pptaptp
B¥rcrwaTon T <), CPeD
Furthermore, the second term can be estimated by

2a—2app—2pp+ap+p _4c

zBa®in 25 < x2)\, Gty

Finally, the third term can be bounded by

cx 1 2a+1+y 20414y aty _ge 9 204*204210/37210/341roap+10_4g
— A T S o SRS W CEEDICER ’
n
where in the last step we used p > m Putting the above considerations together Remark 6.4

gives us
2a—2app—2pp+ap+p —4c

e(n,a,B,c,d,x) < 2N, Gty
By Theorem 5.5 there is therefore a constant C’l > 0 independent of n and x such that for alln > 1
and all > 1 the estimate

Mllfran? < Mallfronl? + Rip(fra,) — Rip
2a—2app—2pp+ap+p —4¢

< Mallfeanl? + Rip(fra,) — Rip + Crax, CPeFD

holds with probability not less than 1 —e™*. As in the case ¢ > 0 we find fp), = f P, for all large
n. With probability not less than 1 — e™* this gives

. 9 9 ~ 9 2&—2(%pp—)(2pp-lk)ap+p —4¢
+p)(a+

Mllfroa I < Aallfea ™ +Rip(fea,) — Rip + Crzy P

N _a ~ 2a—2ap—2p+1 —4
< CQ)\Q“ —i—Cle)\n 2(at1)

. a - —a__2pledtDo1 40
02)\a+1 + Clx2)\a+1 2(a+1)

n n )

S

where we used p > 2(a_1+1) and p < 2. From this we obtain the assertion as for ¢ > 0. |
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The next theorem establishes almost the result of Theorem 2.16. We present this intermediate
result because it clarifies the impact of covering number bounds of the form (55) on our rates.

Theorem 10.2 Let X be the closed unit ball of the Euclidian space R?, and P be a distribution
on X XY with Tsybakov noise exponent 0 < q < oo and geometric noise exponent 0 < o < 00.
Finally, let us assume that we can bound the covering numbers by (55) for some 0 < v < 2 and
0<p<2. Given an0§§<% we define

_ 4(a+1)(g+1) 1
Ap = n @CaFDCatpatd+4v(g+l) 1—<
and )
O = )\'n, (a+1)d

Then for all € > 0 there is a constant C > 0 such that for all x > 1 and all n > 1 the L1-
SVM without offset and with regularization parameter A, and Gaussian RBF kernel with width o,
satisfies

* n . 2 — T T+ 200+ R
Pr*(T e (X xY)": RP(fT,)\n) < Rp+ Czn Co+DCatpa+H)+av(g+l) 1—< > 1—e7.

If ¢ > 0 then the same result is true for L1-SVM’s with offset.

Proof: Since the proof is very similar to the proof of Theorem 2.4 we only sketch it. Iteratively
using Lemma 10.1 we find a constant C' > 1 such that for p := m +4¢+cecandalln>1,z>1
we have

Pr (T (X xY)": | fra,ll < Cx)\;p) > 1—e.

Repeating the calculations of Lemma 10.1 (distinguish between the cases ¢ > 0 and ¢ = 0) we
hence find a constant C' > 0 such that for all n > 1 and all z > 1 we have

2 9 _ 9 %72;)2(044»1%7174
Mllfroal? + Rip(frn) =Rip < Mallfeal® + Rip(fea,) — Rip+ CraAntt 2ty
with probability not less than 1 — e™*. By the definition of p we obtain

a _ 2p(at+l)—1 a

- PP} _ da(g+1) 1
PYAEEECERY < AT T Gt @a e ) T T 12053

From this we easily deduce the assertion. |

In order to prove Theorem 2.16 recall that by Theorem 2.15 we can choose v := (1 — §)(1 4 9)
for all § > 0. The idea of the proof of Theorem 2.16 is to let § — 0 while simultaneously adjusting
¢. The resulting rate is then optimized with respect to p. Unfortunately, a rigorous proof requires
to choose p a-priori. Therefore, the optimization step is somewhat hidden in the following proof:

Proof of Theorem 2.16: Let us first consider the case o < %f. Our aim is to apply Theorem

10.2. To this end we write ps := 2 — 0 and s := (1 = B )(1+0) = %(1 +6) for § > 0. Furthermore,

we define ¢5 by
4la+1)(g+1) 1 a+1

Qa+1)(dg—dg+4) +4ys(g+1) 1-¢  2a+1"
Since 2a¢ —q — 2 < 0 < 26(q + 1) we have q(2a+ 1) < 2(1 4 6)(g¢ + 1) and hence

420 +1)(g+1) <42a+1)(g+1) — dg(2a + 1) +25(1 + ) (¢ + 1).
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This shows ¢s > 0 for all 6 > 0. Furthermore, these definitions also imply ¢s — 0 and v5 — 0
whenever § — 0. Now, Theorem 10.1 tells us that for all € > 0 and all small enough § > 0 there
exists a constant Cs. > 1 such that for all n > 1, x > 1 we have

1
+20gs5+¢ xT
o ) > — e .

_ 4a(g+1) .
Pr* (T c (X X Y)" . RP(fT,An) <Rp+ 05751’2% (2a+1)(4g—8q+4)+4v5(g+1) 1—¢5

In particular, if we choose 0 sufficiently small we find the assertion.

Let us now consider the case % < a < 0o. In this case we write ps := § and 75 := (1 -E2)(1+9) =

1+ % — % for § > 0. Furthermore, we define ¢5 by

da+1)(g+1) 1L 2(a+1)(g+ 1)
(2a+1)2¢+0q+4) +4v5(g+1) 1—¢  2a(g+2)+3¢+4"

Since for 0 < § < 1 we have 0 < dg(2c + 1) + 26(q + 1) — 26%(q + 1) we easily check ¢5 > 0.
Furthermore, the definitions ensure ¢ — 0 and 75 — 1 whenever § — 0. The rest of the proof
follows that of the first case.

Finally, let us treat the case a = co. We define a, by log A = a)dlog 27‘/&. Since o > 2v/d we have
ay > 0 for all 0 < A < 1. Furthermore, applying Theorem 2.14 for ) we find a(X) < 2Cy\ for all
0 < A <1 and a constant Cy > 0 depending only on the dimension d. It is easy to see that we are
hence in the situation of Theorem 2.4 for “G = 1” (in the sense of Remark 2.9) and p arbitrarily
close to 0. |
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11 Appendix

In this section we prove the theorems of Section 3. We begin by deriving some elementary but useful
properties of the approximation error function. In particular we are interested in the question how
the approximation error function influences the map A — || fp\||.

Recall that Lemma 3.1 shows that f , is well defined. We now compare f5, and fp in terms
of their L risk and their norm: 7 ’

Lemma 11.1 For A > 0 we have R, p(f5,) < Re,p(fpa) and ||feall < [[fp -

Proof: The first assertion follows from || fp]|? < 1/X. Then using the first assertion we find
MIeallP + Re,p(f55) < M feallir + Re.p(fra) < AlfoalE + Rip(f5a)

ie. Allfpall? < Allfpl% u

In the following we say that f € H minimizes the L-risk in H if Ry p(f) = Rrpm. If no
confusion can occur we denote such functions by fr p . The next lemmas describe the situation
in which such a minimizer exists. We begin with a simple observation:

Lemma 11.2 Assume that there is a minimizer fr,pr € H. Then there exists a unique element
fi p g € H minimizing the L-risk in H with || f; p yll < || fl| for all f € H minimizing the L risk
in H. Furthermore, we have ||fpx| < || ff pgll for all A > 0.

Proof: The first assertion is a direct consequence of Lemma 3.1 for A = 1/||f1 p||* and the second
assertion follows from Lemma 11.1. [ |

The next lemma shows that for A — 0 through positive values the infinite sample versions fp \
converge to f; p € H whenever the latter exists. If H is a universal kernel, i.e. it is dense in
C(X), Pis an empirical distribution based on a training set 7', and L is the (squared) hinge loss
function then f7 ,; € H coincides with the hard margin SVM solution. This shows that both
the L1-SVM and the L2-SVM solutions fr,n converge to the hard margin solution if 7" is fized and
A — 0.
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Lemma 11.3 Assume that there is a minimizer frpag € H. Then for all positive sequences
An — 0 we have fp), — f] p with respect to the norm of H.

Proof: By Lemma 11.2 we have | fpy, [l < [[f] pyll and thus there exists an f* € H and a subse-
quence (fp)\ni) with fp), — f* weakly. This implies RL7P(fP7>\ni) — R p(f*). Furthermore, we
always have A, [|fp,, | — 0 and thus

Repm = lm Ay, 1fPan, 7+ Re.p(fPa,,) = Re.p(f*).-

Here, the first equality can be shown as in [28] for universal kernels. In other words f* minimizes
the L-risk in H. Hence by Lemma 11.2 we find

[P, | < F7(] < T inf [ fp 5, ],
1—00
Le. [ fpan, | = If*]]. This yields

1P, = F17 = Wfpan PP = 20, £ + 112 = 112 = 20712 + £ = 0.

Furthermore, [|fp, | — [I£*] together with || fx, || < [I£7.p.ull mplies |77 < | £5 ppll, Le. £* =
fi py by Lemma 11.2. Now assume that fp), # f; py. Then there exists a 6 > 0 and a
subsequence (fp, An]-) with || fp, Ay — fi pull>4¢. On the other hand applying the above reasoning
to this subsequence gives a sub-subsequence converging to fz ppg and hence we have found a
contradiction. |

The next lemma characterizes the existence of f} p; € H in terms of the function A — || feall:

Lemma 11.4 There exists an element fr, p g € H minimizing the L-risk in H if and only if there
exists a constant ¢ > 0 with || fpal| < ¢ for all X > 0.

Proof: If there exists an element f; p € H minimizing the L-risk we can set ¢ := ||f7 p[. On
the other hand if || fp || < ¢ for some ¢ > 0 and all A > 0 there exists an f* € H and a sequence
(fp,) with fpa, — f* weakly. As in the first part of the proof of Lemma 11.3 we easily see that
f* minimizes the L-risk in H. |

The following lemma which shows that fp is a solution of (20) for a suitably chosen size of
the underlying ball is somewhat well known:

Lemma 11.5 When v :=1/| fp.|?, we have fb = IPa

Proof: We first show that fp, minimizes (20) for regularization parameter 7. Assume that this
does not hold. Then we have

Rerp(fp,) < Rrp(fra)-
Since we also have [|f5 [ <1/, = [[fpall we find

MFoqlP+Rep(f5,) < Alfeall® + Rep(fra)

which contradicts the definition of fp ). Hence fp ) minimizes (20) for regularization parameter .
Now assume that fpx # fp. Le. [[fpall > [[fp, ]l Since Ry p(fp,) = Ri,p(fpa) we then have

MNP +Rep(f5,) < Afeal® +Re.p(fea)

which again contradicts the definition of fp . |
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The next lemma compares the size of the norms of solutions for different A with the correspond-
ing L-risks:

Lemma 11.6 For all A\, Ao > 0 we have

[ fexll = [1fPs |l if and only if Rr,p(fea) S RLp(frr)-
Proof: Assume that ||fpy, || > [|fp.| but Rr p(fpr,) > Ri,p(fpa,). Then we find

M el + Rep(frae) < Mllfea® + Rop(fea)

which contradicts the definition of fp,. Analogously, if Rr p(fra,) < Rr,p(fra,) but [[fpy, ] <
1P|l we find

Dol fraull? + Rep(fran) < Al feall® + Rep(fras)
which contradicts the definition of fp ,. [ |

Proof of Theorem 3.2: It is clear from the definitions (21) that A(0) = A*(0) = 0 and A*(.)
is increasing. Since A(.) is an infimum over a family of concave (linear) increasing functions of
A it follows that A(.) is also concave and increasing. Consequently Theorem 10.1 in [26] on the
continuity of concave functions implies that A(.) is continuous for A > 0. Continuity at 0 follows
from the proof of Proposition III.3 in [28] completing the proof of the first assertion. To prove
the second assertion, observe that Lemma 11.1 implies A*(\) < A(A) for all A > 0 and since
A(0) = A*(0) we obtain A*(A\) < A(\) for all A > 0. Now let & := h(\) and \ := EHf]’S’)\H*Q. Then
we find

M Fpsl? +Rep(fps) < MIEAP +Rep(£52) = Mol + Repi+e <Rppm + 2.

This shows A(X) < 2h(\). Furthermore we have Ah()\) < 5||f]’§,)\||_2 — X and thus the assertion
follows since A(.) is an increasing function. |

Proof of Theorem 3.3: If X — || fp || is bounded on (0, 00) there exists an fr, p g € H minimiz-
ing the L-risk in H by Lemma 11.4. This yields

AN = MfpallP+Rep(fea) —Repn < MfEpul® +Rep(fipu) —Repa = Mfpul
Conversely, if there exists a constant C' > 0 with A(A) < CX we find

Mifeall? < AN < CA

which shows ||fp]| < V/C for all A > 0 proving the first assertion.

Now let us assume A*(\) < A% for some a > 0. Then from Theorem 3.2 we know A(A+®) < \*
« 1

which leads to A(A\) < Ae+1. The latter immediately implies ||fp,||> < A" =+1. Conversely, if

AN = AatT we define v := |l feall72. By Lemma 11.5 we then obtain

A*(y) = Rep(fp,) —Rrp = Rrp(fea) —Rep < ciAatT < eollfeall 2 = 7°

for some constants c1,c2 > 0 independent of 7. Now, if there is no fr py € H minimizing the
L-risk in H the function A — ||fp||72 tends to 0 if A — 0 and thus A*(\) < A®. If there is an
fr,p.n € H minimizing the L-risk in H the assertion is trivial.
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For the third assertion recall that Lemma 11.5 states fp\ = fp_ with v:= || fp, All72 and hence we
find

AN = Alfeall? + A (Ifeall7?) - (61)

1
Furthermore, we have already seen || fp || ™2 = Aa+1. By our assumption we hence get

o % _ —92(a ate
AatT = Rep(fea) —Rep = A(Ifpall™2) = Ifeal Aate) o Natl |

Combining this with (61) yields the third assertion. [ |
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